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THEME

Lecture Series 145 is concerned with high frequency communications and is sponsored by the Electromagnetic Wave
Propagation Panel of AGARD and implemented by the Consultant and Exchange Programme.

The aim of these lectures will be to survey problems and progress in the field of HF Communications. The lectures will
cover needs of both the civil and military communities for high frequency communications. It will discuss concepts of real
time channel evaluation, system design, as well as advances in equipment, in propagation, and in coding and modulation
techniques. The lectures are aimed to bring non-specialists in this field up to date so that HF communications can be
considered as a viable technique at this time. The problems, difficulties and limitations of HF will also be outlined.
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HIGH FREQUENCY COMMUNICATION: AN INTRODUCTION

Jules Aarons
Boston University
Dept. of Astronomy
Boston, MA 02215

SUMMARY

The aim of this lecture series is to survey problems and progress in the field of HF communication. The
region of the spectrum used, 3-30 MHz, allows observers of the RF signal energy to detect both ground wave
and sky wave. It is a much used part of the spectrum but it is vital to be able to fully utilize its
unique capabilities.

1.0 INTRODUCTION

It 1s easy to see why the disillusion with HF communications set in after World War II - at least with the
planners and those interested in technological advances.

The propagation problems for example are numerous. (1) In the prediction area it is possible to develop
long range models for forecasting monthly medians of frequencies to be used for a specific path in a
particular month and phase of the sunspot cycle. From the viewpoint of the user the enormous range of
values used to formulate that monthly median curve means that, for example, over a few hours communications
are not assured. The technriques for developing long term models and those for forecasting short term
variations are very different; they can be said to be different arts. (2) Several propagation problems are
and will continue to be destructive. At high latitudes polar cap absorption, which at its worst can last
for days, will wipe out any system of HF communications that relies on transmitting thru the polar cap
ionosphere. Auroral fading and absorption are probably the most difficult problems of HF. Fast fading and
selective path absorption wreaks havoc on HF signals. At equatorial latitudes fading produced by F layer
irregularities is active in regions between plus and minus 20° from the magnetic equator; it can be a dev-
astating effect.

The 3-30 MHz region is only a small portion of the radio spectrum. At times and under certain propagation
and operational conditions even 4 kHz seems to be a wide band. The ionospheric characteristics narrow the
band used. The extensive use of HF further bounds the medium with signals piled on top of signals.

Finally there is the possibility of jamming with high power and highly directive signals blotting out the
communications -- and there is the interception problem.

2.0 EVALUATING AND DEALING WITH CHANNEL PROBLEMS

Any new system will encounter many of these problems. The ideal new system tries to address each problem
in a creative way. It deals with the auroral problems by knowing the geographical and signal character-
istics of fading and absorption during periods of severe effects. The ideal new system provides for path
diversity, rerouting messages to minimize the effect of auroral and polar cap absorption. The ideal sys-
tem uses coding for corrections and changes transmission characteristics as a function of its analysis of
real time channel problems.

The words holding together modern HF radio are Real Time Channel Evaluation; the system envisaged for the
future for any use is adaptive. The adaptive aspects contemplated include some or all of the following:
a. Frequency band selection - what general frequency range should be tried for a particular path at
a particular time.
b. Channel selector - precise frequency to be used after determining levels of interference, noise,
occupancy.
c. Path selector - in the case of routing possibilities the real time channel evaluation would also
determine the relay paths utilized.
d. Propagation mode selectivity is also of importance with ground and ionosphere paths available.
Within the ionosphere there are many modes, i.e. single hop, multiple hop, sporadic E etc.
e. An area deemed of great importance for networks is to control the power level with excess power
utilized only for reducing interference.
f. Antenna nulling is a more recent possibility for selective point to point communications.
Channel equalization.
Modulation selection, coding, error correcting and network protocal are methods where adaptive
systems have and will change HF communications.

jaglic]

3.0 THE USERS

The largest consumers of HF systems at the present are governmental units ranging from National Police to
postal and communications services within small nations. There are other groups using HF including data
services and telephone systems. With regard to the latter remote areas in Canada utilize HF within their
telephone system for communications. In many of these governmental uses there is difficulty in siting
that preclude the use of VHF and UHF. The need in almost all these cases is a voice channel with the
users frequently requesting secure communications.
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In the area of civil aviation there are extensive plans for HF, the need pushed by the investment that would
be required for an effective satellite system. There are firm requirements for high performance from an HF
digital data link. Channels must be available under many conditions; message and symbol error states must
be minimized for full utilization of the data capability. Civil aviation incidentally allows for a tuning
of an adaptive system to conditions on individual routes.

The aim of these lectures is to tie together some of the points raised in this introduction. We hope to
outline the problems of HF communications, the state of the art in coding, equipment, propagation fore-
casting. Finally we hope to discuss the resedrch and development efforts necessary to fully exploit HF
communications.
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MILITARY SYSTEM REQUIREMENTS
by

Jules Aarons
Boston University
Boston, MA 02215

For the military in many nations, if not in all nations, HF is a primary means of communications rather than a backup. In
some countries no other communication techniques are contemplated for such services as ship to shore, aircraft to ground
over distances beyond the line of site etc. The vulnerability of satellites makes nations consider HF communications as a
primary military communications medium even when satellites are part of their military operations.

In some countries the moratorium on HF developments that lasted for more than a decade has been lifted with research
and development focused on developing an HF radio system that is adaptive to the changing ionospheric medium,
encompassing countermeasures to the electronic threat and performing the necessary signal processing for swift and reliable
communications.

The requirements of a military system range from receptive broadcasts of simple commands on teletype to secure
digital communications. Global operations demand the HF system adapt to propagation conditions in regions varying from
equatorial to polar. Each area has its separate propagation problems and there may be a need to tailor systems to
propagation requirements of the area.

In the architecture of military systems there are needs as follows:

(a) Connectiveness: the requirements may range from many users to many users to a requirement confining the
operation to a
limited group.

(b) Master station: In almost all cases a master station is contemplated with command headquarters organizing the
distribution
of the system. In this case multiple networks are needed to allow communications within limited groups.

(c) Relay: Relay may consist of rebroadcasting or rerouting. Path diversity, i.e. moving a signal to a path with
minimum
propagation outages is an area on which military research and development must concentrate.

(d) Identification: A requirement in military systems.

The technical requirements from users include many items. While the list may seem to be a wish list, firm needs can be
shown in each of the following areas:

(a) Voice

(b) Data

(c) Adequate anti-jam margin

(d) Security

(¢) Interoperability

(f) Coverage: ground and skywave
(g) Channel optimization

(h) Message error control
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INTRODUCTION: CIVILIAN AND DIPLOMATIC REQUIREMENTS
by L.E. Petrie
Petrie Telecommunications
22 Barran Street
Nepean, Ontario K2J 1G4
CANADA
ABSTRACT

HF radio is used extensively to meet civilian and diplomatic communication
requirements. Briefly described are the non-military requirements for HF communication
by exploration companies, aeronautical and marine operations, the diplomatic corp, radio
amateurs, as well as by users in remote and isolated areas where other means of
communications are not available.

TYPES OF SERVICES
HF radio provides the following types of services:

Fixed Service
A service of HF radio communications between specified fixed points or locations,

External Affairs or the diplomatic corp are major users of this service. An HF service
is provided between embassies and missions in various countries as well as directly to
the home country. The radio facility is usually located in the embassy or mission
building with the antennas mounted on the roof. The physical environment restricts types
of antennas that can be used on the building and the high RF noise levels in urban areas
can seriously degrade the HF service. Antennas should be of a low profile to avoid
destruction in case of internal conflict in the country.

Telephone and private companies are also major users of the fixed service. The HF
service is provided to isolated or remote areas where more reliable services are not
presently available., Generally the traffic carried is low capacity and limited resources
are provided by the user to improve the system. In many cases small companies use HF to
avoid cost of long distance telephone charges of the carrier networks. 1In many mining
and exploration operations, HF radio is used in the initial stages of development of
their operation because of the length of time it takes to establish a regular telephone
service using microwave relays or land lines.

Mobile Services
A service of HF communications between mobile and land stations or between mobile
stations such as aircraft or ship.

The bands available for these services are very congested and the performance of the
systems vary depending on the priority the user places on the need for reliable
communications., Aeronautical mobile services are required by airlines providing
regional, national and international flights. For small airline companies the radio
equipment is inexpensive and performance rather marginal. For airlines with national and
international services the aeronautical land based stations and equipment is of high
quality and the performance is satisfactory to the user. However, the HF service is not
generally used when other more reliable radio services are available in the area. Many
areas of the world have limited radio services outside the use of the HF band. The
mobile service also provides communication between coast stations and ships or between
ships. The ground wave mode of propagation enables communication over large distances
along coastal regions as compared to the use of the VHF frequencies. The range for
skywave communications varies from a few miles to distances half way around the world.
Depending on the size of the ship and its operation, there is often a requirement for
highly reliable communications back to home base.

Amateur Service

A service of self training, intercommunication and technical investigations carried

on by amateurs, that is, by duly authorized persons interested in radio techniques solely
with a personal aim and without pecuniary interest.

The portions of the HF band reserved for amateur usage are always congested. Because of
the large market for equipment by this group, new techniques are often tested on and by
this group and if successful are later incorporated into commercial equipment.
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THE DESIGN OF STATIC & MOBILE HF
COMMUNICATION SYSTEMS

M Darnell
Department of Electronic Engineering
University of Hull
Hull HU6 7RX
UK

SUMMARY

The lecture deals with more specific aspects of HF communication system design
arising from a previous lecture entitled "HF system design principles" presented as
part of AGARD Lecture Series 127 in 1983.

The major topics considered are

(1) the design of point-to-point systems;
(ii) the design of systems involving mobile terminals;
(iii) system control and frequency management;
(iv) resistance to interception and disruption.

The lecture is intended to povide a technical framework for the lectures
covering the more detailed aspects of HF communication system design.
1. INTRODUCTION

In this lecture, the design of static and mobile HF communication systems will
be considered from the viewpoints of present practice and future trends. The lecture

is intended

(i) to introduce the problems associated with the design of static and mobile HF
communication systems and their control and operation;

(ii) to identify the techniques offering greatest promise of improved performance in
future designs;

(iii) to provide a general framework for the more detailed aspects of HF
communication to be discussed in later lectures.

Before the HF propagation medium can be used efficiently for communications
purposes, its strengths and weaknesses must first be appreciated; the most important
of these are listed below (Darnell, 1983a)

1.1 Strengths of the HF Medium

(a) The ionosphere is a robust propagation medium which recovers rapidly after major
perturbations, eg polar cap events (PCE's), sudden ionospheric disturbances
(8§ID's) and high altitude nuclear bursts.

(b) Long-term (monthly mean) propagation parameters are predictable with reasonable
accuracy.

(c) Each communication link exhibits unique characteristics, eg fade rates and
depths, multipath structure, noise levels, etc, which potentially can be used to
isolate that path from the effects of other transmissions in the HF band.

(d) Only simple equipment and operating procedures are necessary to achieve access
to the medium; this allows it to be exploited by simple mobile terminals.

(e) Equipment costs are low in comparison with those of other types of long-range
communications systems.

1.2 Weaknesses of the HF Medium

(a) The ionosphere is subject to sudden unpredictable disturbances such as the PCE's
and SID's mentioned above.

(b) Although the long-term parameters of the propagation path are relatively
predictable, significant departures from such predictions can be expected in the
short-term (day-to-day).

(c) Levels of manmade interference are high, particularly at night, and the nature
of such interference is inadequately characterised.

(d) A high level of system availability and reliability requires considerable user
expertise in manually-controlled systems.

(e) The available capacity of a nominal 3 kHz HF channel is limited to a maximum of
a few kbits/s; data rates of, at most, a few hundreds of bits/s are more



realistic if high levels of availability and reliability are necessary.

As will be shown in Sections 4 and 5, care must be taken to employ HF systems
operationally for the types of traffic and service to which they are well matched,
and not to impose "unnatural” requirements for which the medium is fundamentally
unsuitable.

1.3 Mobile Problems

In addition to the inherent natural weaknesses noted above, systems
incorporating mobile terminals suffer from other fundamental limitations. When
contrasted with static (land-based) terminals, mobile installations have the
following disadvantages (Darnell, 1985):

(a) Comparatively low transmitter powers, limited by the generation capacity of the
mobile platform.

(b) Simple, narrowband, and relatively inefficient transmitting antennas, with
minimal directivity.

(c) Electromagnetic compatibility (EMC) problems due to the HF communications
equipment being co-sited with multiple EM systems such as radars and
communications transmitters using other frequency bands.

(d) Dependance upon a propagation path which, in addition to natural temporal
variability, is also affected by variations in mobile position.

Land based stations, on the other hand, can use high powers and efficient and
directive antennas, coupled with electrically quiet receiving locations. It is also
relatively straightforward to provide interconnections between sites to give a
capability for networking.

In military applications, mobile terminals may represent a particularly vital
element in the operational strategy: as a consequence there may be additional
requirements placed on the mobile to function in such a way that the probability of
its transmissions being decoded, intercepted, located or jammed is minimised.

Mobile terminals can thus be considered as a class of "disadvantaged" users of
the HF spectrum, who may nevertheless be required to communicate reliability and
securely over a wide geographical region, possibly via an ionosphere exhibiting
severe irregularities.

1.4 Design Philosophy

One of the main problems associated with the operation of current HF systems is
that they are employed primarily to pass traffic at a constant rate - even up to 2.4
kbits/s and above - in the same way as with line circuits or other less dispersive
media. However, as will be shown in Section 2, the capacity of an HF skywave link is
constantly varying over a wide range which ideally requires adaptation of the signal
parameters and/or signal processing procedures in accordance with the available
capacity at any time. The design concepts developed in this lecture attempt in some
circumstances to mitigate, and in others to exploit, the natural variability of HF
paths in various ways.

For both static and mobile systems, the basic requirement is for more effective
and responsive control and adaptation procedures to be incorporated into the system
design, rather than the relatively inflexible frequency utilisation procedures and
transmission formats employed by many HF systems at present. An essential pre-
requisite for this improved control and adaptation is the availability of an
appropriate channel model obtained by real-time channel evaluation (RTCE), which is
the subject of a companion lecture (Darnell, 1986) and a lecture in the previous HF
lecture series (Darnell, 1983b).

Two communications scenarios which are encountered in practice are illustrated
in Figs. 1(a) and 1(b). Fig. 1l(a) shows an "open-loop" situation in which there is
no feedback path between receiver and transmitter, whilst Fig. 1l(b) shows a "closed-
loop" situation in which such a path does exist. Ideally, the aim of the control
procedure should be to made the transmitted signal, x(t), and the received signal,
y(t), identical. 1In both cases, before any form of optimal or sub-optimal control
can be applied to achieve the desired purpose of the system, it is necessary to
characterise the propagation path in order to produce an appropriate model for use in
the control algorithm, ie the path must be "identified".

For the open-loop system this can be achieved in three ways:

(a) By using a priori knowledge of the nature of the path, eg from previous
practical experience and via off-line propagation analysis programs.

(b) By multiplexing RTCE signals with the traffic signals so that the receiver can
derive information to model the path and hence can adjust its parameters
accordingly. |
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(c) By deriving RTCE information at the receiver from the "natural" operating
signals of the system.

In the closed-loop system, the feedback link enables information extracted from
the received signal(s) to be used to characterise the path and then to be passed back
to the transmitter to allow its parameters to be varied adaptively.

The design of many HF systems incorporating mobile terminals takes only limited
account of the specific problems mentioned in Section 1.3. In Section 5 of this
paper, the manner in which these problems can be minimised in mobile systems is
discussed. The design philosophy exploits the strengths of fixed terminals and
minimises the effects of any problems associated with mobile terminals, at the same
time placing as few constraints as possible upon mobile operational flexibility. 1In
essence, the complexity of the design resides in the fixed terminals of the system,
with the mobile equipment being kept simple.

2. OPERATIONAL ENVIRONMENT & REQUIREMENTS

Currently, there seem to be some misconceptions about the nature and potential
of the HF band as a vehicle for communication. These misconceptions arise from the
following factors:

(a) A tendency to consider the problem of reliable HF transmission as one of
exploiting Rayleigh-fading ionospheric skywave and/or steady-signal surface wave
paths, with a background of Gaussian white noise (GWN). 1In practice, the
propagation mechanisms may be more complex and the noise background is certainly
non-Gaussian in many instances.

(b) An assumption that constant transmission rates are appropriate for HF systenms,
whereas the available information transmission capacity of any given channel may
vary over a wide range in a short time interval.

(c) An assumption that HF communication can replace, or back-up, other types of less
dispersive communication media and still maintain a similar level of
reliability. 1In fact, there are classes of traffic, which can be carried by say
a 3 kHz bandwidth telephone channel, for which a similar bandwidth HF link is
fundamentally unsuitable.

(d) An incomplete understanding of the medium in terms of the strengths and
weaknesses listed in Sections 1.1 and 1.2.

In the following discussion, it will be assumed that conventional frequency
assignment and bandwidth limitations will apply in any HF system design, ie a typical
communication system will have a limited set of assigned channels within which to
operate, with each channel having a nominal maximum bandwidth of 3 kHz.
Additionally, it will be assumed that there are no geographical limitations upon the
operational deployment of the systems.

2.1 Propagation, Noise & Interference Models

In the design of HF communication systems, it is convenient to use off-line
propagation analysis programs, eg (Barghausen et al, 1969) and (Lloyd et al, 1981),
to dimension the system in terms of required transmitter powers, antenna gains, etc.
There are several basic problems associated with the use of these programs:

(a) They are derived from limited data bases.

(b) They can only treat effects such as sporadic E-layer propagation in a rather
simplistic manner.

(c) The modelling of noise and co-channel interference effects tends to be

rudimentary, and can lead to inappropriate system design criteria (Darnell,
1984).

(d) Their outputs are typically in the form of relatively long-term, eg monthly
mean, predictions of path parameters at hourly intervals.

Even allowing for the shortcomings listed above, off-line analysis can yield
reasonable estimates of required transmitter powers and antenna characteristics.
However, it does not provide information on the short-term, ie minute-to-minute or
second-to-second, variability of the propagation medium which would enable more
detailed consideration to be given to the form of signal generation and processing
procedures appropriate for a particular path.

To some extent, channel simulators overcome this deficiency by making use of a
deterministic model of HF propagation [see for example (Watterson, 1975) which may,
or may not, be representative of the conditions on a given path at a given time].
Simulators still suffer from the lack of an adequate model of co-channel interfering
signals - an important factor in determining the reliability of many communication
systems.



In order to assess the types of transmission formats and services for which the
ionospheric medium is appropriate, it is first helpful to describe the propagation
and interference environment in a way which is meaningful to a communication system
designer. An information-theoretic model of propagation is postulated in (Darnell,
1982a); this describes ionospheric skywave propagation in terms of 3-dimensional
"windows" with dimensions of frequency, time and distance, as shown in Fig. 2. The
sides of the window cover the ranges

fl + Af
t] + At [1]
and dl + Ad

Within a given window, a specified signal-to-noise power ratio (SNR) will be
maintained for the ranges of f, t and 4 shown. 1In general, the lower the required
SNR, the greater will be the dimensions of the window; thus in Fig. 2, window 2
corresponds to a higher SNR than does window 1. For a given communication system,
the "volume" of an individual window will depend upon the nature of the signal
processing procedures used at the receiver, eg modulation and coding, since these
affect the required SNR at the receiver; antenna characteristics, diversity
processing, diurnal and seasonal variability, etc, will also cause the dimensions to
change.

A systematic study of the nature of co-channel interference in the HF band has
been carried out by (Gott et al, 1983). In the same way as propagation windows can
exist between communications transmitter and receiver, similar windows may also occur
between interfering transmitters and the communications receiver; any overlap between
communications and interference windows will tend to reduce the effective volume of
the former. Fig. 3 illustrates this situation.

It is instructive to consider what a window model of ionospheric propagation
might look like for sporadic E-layer and meteor-burst modes. When sporadic E is
present, it can give rise to stable, single-mode propagation: however, a given
region of ionisation tends to be usable only over a somewhat restricted geographical
area. Thus, it might be expected that windows due to this mechanism would be
relatively large in the f and t dimensions, but small in the d dimension. Because of
the physical nature of meteor-burst communication paths, ie short-duration and
wideband, which are virtually unique for given transmitter and receiver locations,
but relatively large along the f dimension. Fig. 4 shows typical windows for various
ionospheric modes: although, for simplicity, regularly-shaped windows are shown, in
practice they would tend to be irregular volumes.

2.2 Transmission Characteristics arising from the Window Model

From the discussion in the previous section, it can be seen that the lower the
SNR required at the receiver, the greater will be the volume of any transmission
windows available. Therefore, if a transmission wndow, associated with a signal-to-
noise ratio SNRj, has maximum dimensions Af;, At; and Ad;, any window
capable of supporting a ratio SNR, where

SNR, > SNRj [2]

and lying in the same ranges of f, t and d will normally have maximum dimensions
Af,, At, and Ad, given by: *

At; < At (3]

Afz < Afl

Adz < Adl
This implies that the SNR, volume is less than the SNR; volume, as indicated in Fig.
2

Using the Shannon upper bound for error-free channel capacity C (bits/s), ie
C = Af 1log, [l + SNR] bits/s [4]

where Af, the transmission bandwidth, and distance are assumed fixed, it is possible
to view the variation of SNR with time as a variation in channel capacity, as shown
in Fig. 5.

This variation in channel capacity is due to changes in the window structure
with time and might involve a number of physical factors, eg one mode becoming
dominant in a multipath situation or a fading co-channel interfering signal. These
effects are illustrated in Fig. 6. 1In the region At, one of the wanted propagation
modes is dominant with respect to the other mode and the interfering signal, thus
giving rise to a high effective SNR over that interval. On a given ionospheric link,

At values may range from milliseconds to hours, dependent upon the required value of
SNR at the receiver.

Many existing transmission schemes employ techniques which, to some extent, are
capable of smoothing out SNR variations, eg diversity processing and adaptive
equalisation. However, as is explained in (Darnell 1984), these techniques cannot
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overcome capacity changes due to the presence of co-channel interfering signals.
Therefore, the basic problem that the communication system designer has to solve is
one of making effective use of a propagation medium with a time-varying information
transmission capacity.

From the preceding discussion, it is evident that systems operating at constant
transmission rates will, in many cases, be fundamentally mismatched to the variable
capacity medium. 1In Fig. 5, a system operating at a constant rate R would normally
have

R < Cmin [5]

for error-free reception over a given time interval - which represents an inefficient
utilisation of available capacity for most of the transmission period. From this
simplified consideration of ionospheric path characteristics, it would seem that a
more natural mode of transmission would involve a variable rate, selected according
to the prevailing path conditions. Using the model of propagation and interference
shown in Fig. 6, even in the presence of extremely high levels of interference there
will be occasional windows when the unwanted signal is in a deep fade and one of the
wanted modes is dominant; this may be the case even if the average SNR is very low.
If these windows can be identified, it will be possible to maintain some residual
channel capacity, even in the face of extremely high-level co-channel signals. It
should be stressed, however, that in severe interference these windows may only
persist for fractions of a second at a time.

The similarity between the above model of normal ionospheric skywave propagation
with high levels of interference and the characteristics of meteor-burst modes
(Bartholome & Vogt, 1968) is obvious; both can be considered as intermittent paths.
The situation with normal skywave propagation and relatively low levels of co-channel
interference is rather more complex; instead of the path being completely
intermittent, it gives rise to transmission windows of variable capacity, possibly
with some low-level of capacity being available on a continuous basis.

In addition to the normal propagation and interference environment discussed in
the previous two sections, HF systems may be required to operate under extreme
conditions of poor signal propagation or high manmade interference levels. These
situations are examined in the following two sections.

2.3 High Latitude Effects

Propagation mechanisms can be very irregular in polar regions, with the major
effects being (Thrane, 1983):

(a) polar cap absorption (PCA) events due to the influx of high energy protons and
alpha particles penetrating to the lower ionosphere: such events may persist
for several days, causing severe attenuation of skywave signals and an effective
communication "blackout” over a wide geographical area;

(b) auroral absorption, caused by high energy electrons penetrating the ionospheric
D-region: this source of signal attenuation typically persists for a few hours
only and affects a more restricted geographical area than does a PCA;

(¢c) irregular behaviour of sporadic E-layer, spread F-layer and auroral oval
propagation modes, giving rise to abnormal and variable multipath time spreads;

(d) abnormal doppler shifts and phase instability of received signals due to the
variable nature of the high-latitude ionosphere, manifesting itself in the form
of very rapid signal fading;

(e) large variability of maximum usable frequencies (MUF's) from very low to
abnormally high values: the former may result in spectral congestion and hence
high levels of co-channel interference, whilst the latter may allow HF type
propagation to take place in an extended frequency range above 30 MHz.

Clearly, the propagation environment in polar regions is relatively unstable and
unpredictable, thus limiting the effectiveness of off-line propagation analysis
programs. Also, the degree of adaptation required of systems operating in these
regions is likely to be greater than for those deployed in temperate latitudes.

2.4 Interception and Disruption

In Fig. 3, the interference window could arise from the activities of a jammer
attempting to disrupt the operation of the communication system. Similarly, the
paths from communications transmitter to interception receivers will also have a
characteristic window structure.

The problem for the designer and operator of the cummunication system is thus to
minimise the probability of coincidence between interfering/jamming/interception
windows and those for the communication system. If partial or complete coincidence
does occur, there is an opportunity for disruption or interception of the
communications traffic. The design strategy in this environment should therefore be
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to
(i) Maximise the size of the communications windows, and

(ii) Minimise the coincidence probability between communications and
interference/jamming/interception windows by improved system control.

In general, it can be assumed that a potential jammer will have a significant
radiated power advantage relative to the communicator; also, it is probable that
such a jammer will have available directive and steerable antennas, and be capable of
operating in both narrowband and wideband modes. Thus, in Fig. 3, the window
dimensions for the jammer will on average be rather larger than those for the
communications system. It is instructive to consider the fundamental limitations on
ECM effectiveness and then to identify those techniques which can exploit those
limitations, together with the strengths of the medium listed in Section 1.1, to the
benefit of the communicator. Attention should not be confined solely to the
conventional HF band; the possibilities offered by the use of higher frequencies
should also be considered.

2.5 Fundamental Limitations on ECM Effectiveness (Darnell, 1982b)

As illustrated in the simple models discussed in Section 2.1, each HF path is,
to some extent, unique in its characteristics. The probability of complete overlap
of communications and ECM windows can therefore, in principle, be made low.

2.5.1 Propagation of Analysis Time Limitations

Consider the arrangement illustrated in Fig. 7: the network shown comprises a
communications transmitter and receiver, together with a jamming and interception

site. The propagation times in the network are:

(i) Communications s Communications = T:TR
Transmitter Receiver

(ii) Communications Jamming and = Toqy [6]
Transmitter > Interception Site

(1ii) Jammlng.and i 5 Commun}catlons = 'EUR
Interception Site Receiver

Assuming that the jammer cannot react to changes in communications system parameters
before its associated interception site has monitored these changes, the fundamental
propagation time advantage'CA for the communicator over the jammer is:

Ty = [Ty + TRl -G (71

In addition, however, the interceptor will require a further time,'CAN, in order to
analyse changes in the nature of the communications traffic before he can command the
jammer appropriately. Thus, the overall time advantage now becomes:

Ty = [Ty + T + Tanl - Ty [8]

This represents a fundamental limitation on jammer effectiveness which could only be
overcome to some extent, and at inadmissible cost, by continuous, wideband, "blanket™"
jamming.

Practically, it is difficult for co-located interception facilities to look
through a high power jammer, and therefore the intercept location may well be
separated physically from the jammer. In this case, an additional propagation time
between interceptor and jammer must be included in expression [8].

Typically, with modern intercept and jamming systems Tp could be expected to
have a minimum value of a few tens of milliseconds - the majority of that time
being taken up by signal analysis. Two approaches suggest themselves as being able
to exploit this time limitation on ECM effectiveness:

(i) The use of a communications system employing rapid fregquency agility under
cryptographic control such that the time spent on each frequency is T,
This would inevitably require high signal levels which would be relativef&
simple to monitor and track.

(ii) The use of a transmission format which has no unique characteristics and is thus
difficult to distinguish from other HF traffic in which the jammer has no
interest. In this case, the "sorting" problem faced by the interceptor is
increased with a consequent lengthening of analysis time, ’CAN'

2.5.2 Corrupted Reference Limitations

A further advantage held by the communicator over the jammer/interceptor is the
fact that the communications receiver will always be in the position of knowing the
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exact range of possibilities for the transmitted signal prior to reception.
Therefore, the actual received signal can be compared with a set of perfect reference
signals in a maximum likelihood detection scheme. The interception site, on the
other hand, should at best only have available a corrupted estimate of the set of
possible transmitted signals. Potentially, this means that the communications
system has at least a 3dB advantage over the interceptor (eg the difference between
coherent and differentially-coherent phase~shift keying). This advantage can be
further enhanced by means of techniques such as correlation reception, gquenched
filtering, accurately-controlled tone filtering, time adaptation, frequency agility,
encryption, signal format variation, etc, which will be discussed further in the
later sections.

2.5.3 Data Base Limitations

Related to the analysis .time and noisy reference limitations identified above is
a more general limitation of the data base available to the interceptor and jammer.
An effective jamming control strategy requires detailed knowledge of communication
network configuration and of which are the key links. Propagation and analysis time
limitations may well mean that it will take an ECM controller a considerable period
to build-up such a data base. A communicator can accentuate this problem by making
his communication system time-variable to the maximum extent, eg by altering
frequency plans, traffic flows, network topology, cryptographic procedures and
signal formats.

Direction finding (DF) can, and will, be employed by the interceptor as a vital
sorting parameter: in many cases, it may well be the only available means of signal
propagating to the interception site and short transmission durations can be used to
increase the errors associated with DF.

As a general principle, the amount of "real" traffic passed by a communication
system should be minimised. This then affords the option for the system
transmission rates to be contracted by the use of more powerful source and channel
coding technigues in the face of an ECM threat, whilst still retaining sufficient
capacity to pass essential information. Hence, the overall system should not be
organised in such a way that the peacetime traffic levels must be maintained in order
to ensure its effective operation in time of stress.

In the following three sections, the effect of the factors discussed in Sections
1 and 2 will be considered in the context of a generalised HF system design
methodology.

SE SYSTEM DESIGN: CURRENT STATUS

In a generalised HF communication system incorporating both static and/or mobile
terminals, there may be a reguirement for any of the following:

(a) static terminal-to-static terminal communication;
(b) static terminal-to-mobile terminal communication;
(c) mobile terminal-to-static terminal communication;
(d) mobile terminal-to-mobile terminal communication.

The manner in which each of the links above is currently implemented will now be
outlined briefly.

3.1 Static Terminal-to-Static Terminal

Because relatively high transmitter powers and directive antennas can be
installed at fixed sites, the engineering of a static terminal-to-static terminal
link can normally be accomplished to give a reasonable communications reliability -
at least for simple forms of traffic, eg low-speed telegraphy data and analogue
speech. However, digital data, or digital speech, at say 2.4 kbits/s will present a
greater problem, and circuit reliabilities for this form of traffic will be
relatively low.

If a static link operates with a defined frequency complement on a regular
schedule, there will be a significant frequency "airing" effect which will tend to
deter other users of the spectrum from encroaching upon those frequencies, thus
minimising the levels of co-channel interference.

3.2 Static Terminal-to-Mobile Terminal

Static terminal-to-mobile terminal communication is frequently implemented via a
broadcast-type system; this again allows high transmitter powers and directive
antennas to be used at a fixed site in order to radiate signals simultaneously to
multiple mobile terminals, possibly situated anywhere within a wide geographical
region.

A basic broadcast system operates on the principle of long-term frequency
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selection diversity; Fig. 8 illustrates that principle. It is seen that at any
time of. day, the same traffic signal will be radiated on a number of distinct
frequencies or components, with the assumption being that at least one of the
components will propagate effectively to any given mobile. The frequencies must
therefore be chosen to provide a compromise coverage over the complete mobile
operational area for both day and night conditions.

Typically, each component will comprise multiple sub-channels arranged within a
nominal channel bandwidth, as shown in Fig. 9. The sub-channels correspond to
traffic signals originating from various message sources; a given mobile will only
extract those sub-channels of interest to it from the multiple sub-channel raster.

If all sub-channels are not assigned, it is possible to transmit the same
information on more than one sub-channel to provide in-band frequency diversity. In
Fig. 9, the ith sub-channel is employed for engineering order wire (EOW), or system
control, purposes.

The system thus has the potential for frequency diversity at two levels: a
given mobile selects the best component in terms of received SNR and, within that
component, may also be able to apply in-band frequency diversity combining.

It is also possible for the same broadcast traffic to be radiated simultaneously
from different static sites, giving path diversity in addition to frequency
diversity.

3.3 Mobile Terminal-to-Static Terminal

The mobile terminal-to-static terminal situation is, in many respects, the
complement of that discussed in Section 3.2. Two basic options exist as indicated
in Fig. 10: the first where the mobile must access a single static terminal; the
second where a number of alternative static terminal accesses are available. For
the situation shown in Fig. 10(a), there may also be occasions when a bi-directional,
full duplex link must be engineered between the two terminals. This can be
difficult to maintain because of changes in mobile antenna characteristics as it
changes position and orientation, coupled with the need for co-ordinated frequency
changes.

In Fig. 10(b), the mobile has a choice of static terminals with which to
communicate,. If the static terminals are widely separated, there will be a high
probability that both propagation and co-channel interference effects will be largely
decorrelated at the various locations. Thus, it can be expected that at least one
of the static terminals will be able to receive the mobile traffic in a reasonably
optimum manner over the complete ranges of time and position; this traffic can then
be passed to the desired recipient by HF or non-HF communications links from the
static terminals.

3.4 Mobile Terminal-to-Mobile Terminal

Fig. 11 shows the two basic methods by which a mobile terminal can communicate
with another mobile terminal. In Fig. 1l(a), the mobiles communicate directly via
skywave or surface wave HF propagation. In the latter case, vertically-polarised
antennas mounted on ships allow links to be established over distances up to a few
hundreds of kilometres. Skywave links over comparable ranges necessitate high-angle
propagation via horizontally-polarised antennas, which may be difficult to mount on
ships. Both terminals suffer from the fundamental limitations listed in Section
1.3, and thus direct mobile links are difficult to operate reliably over a wide range
of distances.

Fig. 11(b) illustrates an alternative arrangement in which traffic is routed
from one mobile to another via a static "relay" terminal. In this case, the
advantages of the static station can be exploited in its relay role and communication
between mobiles can be maintained over a wider range of distances with greater
reliability - at the expense of more sophisticated control procedures.

As stated previously, HF links of various types are normally controlled by using
data obtained from off-line propagation analysis programs. More recently, various
forms of real-time channel evaluation (RTCE) are being used to aid frequency
selection and system control.

Sections 4 and 5 respectively discuss design trends in HF communication systems

(a) 1involving static terminals alone;
(b) in which mobile terminals are present, possibly in addition to static
terminals.

Since (b) presents a more significant and important practical problem, attention will
be concentrated in this area. Prior to this discussion, however, the topic of
diversity processing will be reviewed briefly because potentially it can provide a
substantial improvement in performance for all types of HF communication systems at
reasonable cost.
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3.5 The Value of Diversity Processing in HF Communications

It has long been recognised that diversity processing of various types can be
applied with advantage to HF communications. The most widely-used types are:

(a) spaced receiving antenna diversity;
(b) diversity obtained from receiving antennas of different polarisations;

(c) frequency diversity, either within a given assigned channel or over
different assigned channels; '

(d) time diversity, in which the same signal is repeated at different time
offsets;

(e) diversity arising from the availability of independent multipath
components.

All forms of diversity combining require there to be available two or more
independently-derived received versions of the wanted signal. Under these
circumstances, fades or interference affecting one version may be decorrelated with
similar mechanisms affecting the other version(s), thus allowing a better overall
signal estimate to be derived by using information from all versions (Stein & Jones,
1967).

Fig. 12 shows the reduction in received SNR admissible, under Gaussian White
Noise (GWN) and Rayleigh fading conditions, when 2nd and 4th-order selection
diversity combining is used rather than non-diversity reception. It is seen that
for dual-diversity combining, an SNR reduction of about 10dB can be expected for an
error probability of 1 in a 1000 - equivalent to a ten-fold increase in transmitter
power, or the difference between an omnidirectional and a highly directional
receiving antenna.

3.6 Speech Transmission at HF

One of the major technical problems associated with HF communication, which has
yet to be solved satisfactorily, is that of transmitting digitised, and hence secure,
speech reliably over such a time-variable channel. Existing vocoders typically
operate at data rates of between 1.2 and 2.4 kbits/s: at such rates, reliable HF
transmission cannot be guaranteed and, indeed, in spectrally congested environments
such as the central European region, it is improbable that a satisfactory grade of
service can ever be achieved - particularly at night.

Two options present themselves: first, users must accept that secure/digitised
speech cannot be transmitted reliably over many types of HF channel - a situation
which is operationally unacceptable; secondly, more sophisticated speech source
encoding and system management schemes must be developed to give an average
transmission rate not exceeding a few hundreds of bits/s.

One such system, involving a combination of speech-recognition and synthesis,
coupled with user interaction with visual or audio prompts, has been demonstrated
practically (Chesmore and Darnell, 1985). The information rate for this syystem is
approximately 25 bits/s, making it suitable for use with simple, low-power, mobile
terminals.,

4. DESIGN TRENDS IN STATIC SYSTEMS

To date, as indicated in Section 3.1, static HF systems have tended to exploit
high transmitter powers and directive antennas for both transmission and reception
purposes. However, the majority of developments in land-based static networks are
now directed towards the design of systems with powers ranging from a few hundreds of
W to a few kW; also, since such systems are often required to be redeployable, the
antennas used must be of types which can be dismantled and re-erected rapidly. As a
consequence, more emphasis has to be placed upon system control and channel
coding/decoding procedures in order to achieve the desired level of performance
(Darnell, 1983a).

4.1 Real-Time Channel Evaluation

Referring to the window model of HF propagation introduced in Section 2.1: for
a static system, the position of the terminals is determined by operational
considerations; thus, the problem of system control reduces to one of selecting
values of frequency and transmission time for the given path. This selection
procedure can be implemented by employing some form of RTCE. RTCE procedures have
been developed for both the open loop and closed loop scenarios introduced in Section
1.4. At present, however, RTCE technigues are only designed to monitor and select
the best of a set of alternative transmission channels at a specified time; in
general, they are not well matched to the task of monitoring the short-term time
variability of those channels. Thus, in the context of the simplified HF channel
model postulated in Section 2.1, current RTCE algorithms search for transmission
windows which are likely to persist for the complete duration of a fixed constant
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rate transmission; at the same time, they attempt to minimise the long-term overlap
between communication and noise/interference windows.

In future, since the utilisation of the HF medium will remain at a relatively
high level, or even increase, more emphasis should be given to the development of
RTCE systems which enable the available capacity of the medium to be used more
effectively by monitoring the shorter-term time fluctuations of a set of assigned HF

channnels, This RTCE data could then be used in the control of an adaptive
transmission rate system in which the transmission rate at any time could be matched
more accurately to the available capacity. To implement this form of channel

monitoring economically, it would be necessary to time/frequency multiplex RTCE
probing signals and measurement periods with the traffic signals, possibly with the
input data stream being buffered during the probing/measurement intervals.

One of the main disadvantages of many RTCE systems as currently implemented is
that they are separate from the communication systems which they are designed to
support; they require dedicated and expensive units which are comparable in cost to

the units of the communication system itself. The future trend should be for RTCE
to be integrated (or embedded) into the communication system design and hence to
employ the same basic RF and signal processing equipment (Darnell, 1986). Also RTCE

in the form of ionospheric sounding, in which energy is radiated across a major
portion of the HF spectrum, should be restricted to the purposes of ionospheric
research and not employed to support communication systems. Rather, integrated
communication and RTCE systems operating only in assigned channels should be
developed. In this way, the spectral pollution associated with dedicated RTCE
systems would be minimised.

4.2 System Control

It should again be emphasised that, in the system control context, RTCE
represents the process of identification, or modelling, which must take place before
optimal control can be applied. Clearly, the path parameters are time varying and
thus any control algorithm needs to be adaptive in response to such changes. If
manual control procedures are used, response times will be at best a few tens of
seconds and there will be no chance of the system being able to utilise relatively
short duration, high capacity transmission windows (analagous to the meteor burst
situation). RTCE, however, provides the essential information to enable the system
control procedures to be automated - hence potentially providing a greatly improved
response time.

The majority of HF systems operate in a closed loop, or 2-way mode. In
addition to RTCE, the control of this type of system requires the ability to be able
to transfer information concerning reception conditions between receiver and
transmitter sites, ie the provision of a high integrity engineering order wire (EOW)
facility. It is a fundamental requirement of such an EOW that it should be capable
of passing the essential control data reliably for a short interval after the quality
of the received traffic has deteriorated to an unacceptably low level due to changes
in channel conditions. The transmission rate required of an EOW normally will be
considerably lower than that of the traffic channel, thus enabling robust channel
encoding (modulation and coding) procedures to be adopted for protection of the
system control data.

The system control procedures should also allow for:

(i) Continuous checking of traffic quality: an automatic repeat request (ARQ)
technique would be suitable for this purpose.

(ii) Automatic re-establishment of the circuit should contact be lost: probably
based upon the use of back-up accurate time and frequency transmission
schedules.

In the case of an open loop configuration with no EOW available, eg a broadcast
system, the potential for adaptive operation is relatively limited. All adaptation
must be carried out at the receiver in response to RTCE data embedded in the
transmitted signal. Receliver processing techniques such as egualisation, adaptive
filtering, diversity combination of two or more independent versions of the
transmitted signal, antenna null and beam steering, etc are relevant in this
situation.

From the preceding discussion, it is evident that automatic HF system control
requires the application of considerable information processing power. Therefore,
future HF communication systems will inevitably be processor based, with manual
intervention only in exceptional circumstances.

4.3 Channel Encoding/Decoding

The purpose of the channel encoding procedure in a communication system is to
condition the information to be transmitted in such a way that it is resistant to the
types of noise and other perturbations likely to be encountered during its passage
over the channel. The key aspects of channel encoding are therefore modulation and
error control coding.
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The range of channel encoding/decoding techniques, which offer promise of
economic and effective implementation with variable capacity HF systems, has
expanded considerably with the advent of increased signal processing power.

As has been indicated previously, signal processing in existing HF systems tends
to be relatively simple and based upon the premise of non-adaptive, constant rate
operation. If variable rate operation is contemplated, a fresh consideration of
potential signal -processing techniques is necessary. Those procedures which appear
to offer promise are now outlined briefly.

(a) Adaptive filtering at the receiver: in which the parameters of baseband or IF
receiver filters are modified to counter changes in the nature of interfering
signals in the communication channel.

(b) Quenched filtering: applied to a synchronous transmission system enables a
receiver filter to be opened to receive a wanted signal only over the intervals
when that signal is expected to be present. In this way, the filter is not
initialised by noise or interference and the detection decision is made when the
detector output SNR can be expected to be a maximum. This type of detection
scheme is used in the PICCOLO system (Bayley & Ralphs, 1972). For a given form
of modulation, if synchronous or coherent detection can be applied, a
significant improvement in system performance can be achieved.

(c) Soft-decision decoding implies that a "hard" detection decision, say 1 or 0, is
augmented by information concerning the confidence level associated with that
decision, eg based upon signal amplitude, phase margin, etc. When coupled with
error protection coding, soft-decision decoding can enhance the performance of a
basic detection system substantially (Chase, 1973).

(d) Possibly one of the most powerful techniques for use in a high interference
environment is that of correlation reception. For this, sets of relatively
long sequences with approximately impulsive autocorrelation functions are
required so that matched filtering can be applied at the receiver. Sequences
with suitable autocorrelation properties also allow RTCE data, say in the form
of a channel impulse response, to be extracted conveniently.

(e) Bearing in mind the variable nature of HF channel capacity discussed previously,
it would appear that some form of "embedded" data encoding would be appropriate.
Here, several versions of the source data, each keyed at a different rate, would
be combined into a single transmitted signal format. At the receiver, data
would be decoded at the highest rate which the channel capacity at that time
would allow. System control and re-alignment would be accomplished at
intervals by an ARQ arrangement operating via the EOW (Darnell, 1983a).

(£) With the advent of cheap and powerful computing capacity, it is now possible to
consider the introduction of post reception processing at the receiver. The
unprocessed received signal could be stored, either at a low IF or baseband, and
then processed rapidly off-line using different signal processing parameters and
algorithms until a best estimate of the transmitted signal is obtained.

4.4 Radiated Power Levels

In the HF band, high radiated power levels are undesirable since they tend to
cause spectral pollution and an increase in transmitter and antenna sizes - and hence
costs. The use of RTCE in optimising the primary parameters of an HF communication
system will tend to reduce the necessity for higher radiated powers by selecting
frequencies and transmission times for which the received SNR is maximised and
interference avoided. As a general principle, system availability and reliability
should be improved by the use of RTCE and more effective signal processing, rather
than by transmission at higher power levels; the latter should be held in reserve
for particularly vital links.

The RF units of the system should be capable of rapid frequency agility so that
full advantage can be taken of automatic and adaptive system control procedures.
The ability to change frequency rapidly will also facilitate the RTCE process of
finding a channel with an acceptable SNR. This will eliminate the "resistance" of
system operators to changing frequency except where absolutely essential and thus
lead to improved flexibility and lower radiated power levels.

4.5 Antenna Characteristics

Diversity using spaced receiving antennas is an effective method of improving HF
system performance and should, where possible, be incorporated into a system design.
Also, a simple 2-element receiving antenna system can be used to place a null in the
direction of an interfering signal. The depth of the null will depend upon the
instantaneous propagation conditions, but an average depth of a few dB may well be
achievable for skywave signals. Against more stable groundwave interfering signals,
the nulling procedure will be considerably more efficient.

Again, the systematic use of RTCE and improved system control procedures will
tend to reduce dependence upon antenna characteristics.
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4.6 System Design with Embedded RTCE

It is clear that, particularly in a high-interference environment, a constant
rate transmission system will provide a variable level of performance, and at rates
of 2.4 kbits/s is likely to have a low overall reliability. Many regions of the
world have high interfering signal densities such that the probability of finding a
clear frequency slot in which to place a 2.4 kbits/s transmission is extremely low
(Gott et al, 1983). Thus, it can be inferred that requirements for constant data
rate transmissions of this form are in many cases incompatible with the fundamental
nature of the propagation medium when its properties are considered on a world-wide
basis. This has a particularly serious implication for digital speech links, which
normally operate at rates in the range 1.2 - 2.4 kbits/s, since in regions where the
HF spectrum is congested, eg in central Europe, they can rarely be expected to
provide a satisfactory grade of servie over extended periods. The use of real-time
channel evaluation (RTCE) to select the optimum assigned channel at any instant will
only be of limited effectiveness in such an environment because a channel with the
required transmission characteristics will frequently not be available.

There are certain techniques which can smooth out the variatios in channel
capacity as seen by a non-adaptive communication system (Darnell, 1977). In the
context of the window model described earlier, this corresponds to a reduction in
required SNR with a consequent expansion of window dimensions. These techniques
include:

(a) diversity processing;
(b) adaptive equalisation;
(c) error control coding;

(d) antenna beam-forming.

In practice, RTCE can be used to select a frequency channel having suitable
propagation characteristics and clear of significant levels of co-channel
interference. This then enables techniques such as those listed above to be applied
more effectively to increase the transmission window volume.

The potential of the ionospheric medium to transfer certain forms of traffic
reliably, even in the face of high levels of interference or disruption, is of great
operational importance. However, in order to realise this potential fully, HF
communication systems must be designed and operated in a rather different manner from
that associated with the majority of systems currently in service. Fig. 13 shows
the elements of a duplex ionospheric communication system incorporating many of the
features discussed previously. It is assumed that the system will use any
appropriate mode of propagation. The function of the RTCE sub-system is to select
the channel and characterise it in terms of its window structure as a function of
required SNR at the receiver; this then allows the parameters of the signal
processing unit to be adjusted to match the nature of the available windows, eg in
terms of block length, modulation type, etc. Data is buffered until the
transmission system is ready to accept it, with simultaneous transmission in each
direction being based upon an ARQ mode of operation where control data and traffic
signals are interleaved. At the receiver, the incoming data blocks are re-assembled
in another buffer prior to output. It should be noted that both data and RTCE
signals are multiplexed together and thus make use of single transmitters and
receivers at each site, with no dedicated RTCE RF equipment, ie an embedded RTCE
system. Receivers would normally be of the diversity type.

51, DESIGN TRENDS IN SYSTEMS INCORPORATING MOBILE TERMINALS

As explained previously, mobile terminals represent an important class of
disadvantaged users of the HF spectrum and it is important that the energy they do
radiate is received in the most efficient manner possible. The technique offering
most promise of achieving this may be termed "geographical diversity reception”.

In Section 3.3, a network of widely-separated static terminals for the reception
of mobile transmission was described. This concept will now be extended to that of
a geographical diversity system in which data from a number of spaced receiving
stations can be combined in a systematic manner to provide an improved estimate of a
desired mobile transmission. The value of such path diversity in improving
communication availability has been demonstrated experimentally (Rogers & Turner,
1985).

Fig. 14 is a schematic diagram of a geographical diversity network inyolving
multiple static terminals interconnected by means to be described in Section 5.1.
The basis of operation of the network is that transmissions emanating from a given
mobile terminal will be received at the static terminals via propagation paths which
will normally be skywave, but may also be surface wave; these paths can be
considered as independent if the separation of the static termials is chosgn
appropriately. Similarly, interfering transmissions will also bg received via
independent paths. Thus, taking the network as a whole there will be a high
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probability that the signal and interference conditions on those links which are
propagating between mobile and static terminals will be uncorrelated. This
situation lends itself to some form of diversity combining in which all received
versions of the mobile signal are brought together at a central control and
processing site to allow an improved signal estimate to be made. There are several
possible combination algorithms which could be considered, eg:

(a) selection of the path giving the greatest SNR at any time, ie selection
diversity combining;

(b) alternative classical forms of diversity combining such as maximal ratio (Stein
& Jones, 1967);

(c) operation on the demodulated and shaped versions of the propagating received
signals by say majority voting;

(d) more elaborate combining techniques applied to demodulated and shaped signals,
taking account of soft-decision data associated with the received data symbols.

The most important considerations associated with the establishment of a
geographical diversity network will be reviewed in the following sections.

5.1 Interconnection Considerations

The static terminal interconnections shown in Fig. 14 are clearly vital to the
operation of the system; they need therefore to be robust and reliable. The
following media may be considered for interconnection purposes:

(a) HF skywave and surface-wave point-to-point links;
(b) meteor-burst links;

(c) 1ilonospheric or tropospheric scatter links;

(d) satellite links;

(e) some form of common-user telephone/telecommunication system, eg such as those
implemented by PPT's.

Links of types (a), (b) and (c) are essentially "stand-alone", point-to-point
interconnections, whilst (d) and (e) require the availability of separate
communications systems, possibly controlled and operated by independent
organisations. Hence, from the viewpoint of survivability in the face of physical
or electromagnetic attack, (a), (b) and (c) are to be preferred. The most promising
candidates will now be discussed in greater depth.

5.1.1 HF Interconnection

In a geographical diversity network of the form proposed, fixed receiving
terminals may be separated by distances from say a few hundreds of kilometres to
several thousands of kilometres. Interconnection via HF links will thus involve
skywave, and possibly surface-wave, paths exhibiting a wide variety of propagation
characteristics. There is a need for data transfer between terminals to be effected
with high integrity and resistance to disruption. This will require links with
sophisticated and possibly embedded RTCE (Dawson & Darnell, 1985), together with
adaptive error control (Hellen, 1985). Inevitably, the data rates which can be
sustained reliably will be relatively low.

5.1.2 Meteor-Burst Interconnection

Meteor-burst links (Bartholom& & Vogt, 1968) make use of the short-duration
ionised trails, caused by the passage of micrometeorites through the lower
ionosphere, in order to reflect radio wave energy. Such links are naturally
intermittent, although the statistics of meteor trail occurrence are relatively
predictable. It has been demonstrated experimentally that average data rates of a
few hundreds of bits/s can be sustained over a complete 24-hour period, which would
normally be sufficient for the role envisaged here. The diurnal and seasonal
variability of meteor-burst links is less than for the corresponding HF skywave
links; they are also less susceptible to excess absorption effects following severe
ionospheric disturbances.

The most effective frequency range for meteor-burst operation is from abot 25 to
100 MHz which allows compact, efficient and directive antennas to be used.

5.1.3 Ionospheric or Tropospheric Scatter Interconnection

Ionospheric scatter propagation makes use of radio wave energy scattered by the
lower ionosphere (Bartholome & Vogt, 1965). Tropospheric scatter propagation
employs scattered energy emanating from the troposphere (Yeh, 1960). Since the
troposphere is at a much lower altitude than the lower ionosphere, the ranges
achievable by tropospheric scatter are substantially less. In both cases, the scatter
loss is high which necessitates the use of high transmitter powers and directive
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antennas to illuminate the "scattering volume" efficiently.

Propagation via these scattering mechanisms is relatively reliable, although
significant fading may occur.

5.1.4 Satellite Interconnection

Inexpensive and reliable satellite links are becoming available, although there
may be coverage limitations at high latitudes. In a military context, the HF system
should operate as an independent entity under threat conditions which might involve
the satellite being jammed. For this reason, such links are not considered suitable
for interconnection purposes, although they may be useful in benign operating
environments.

5.1.5 Common-User System Interconnection

Possibly the cheapest interconnection medium is a PTT-type of network in which
all fixed HF terminals and control sites are subscribers. Again, this has the
disadvantage that it can be disrupted by physical or electromagnetic attack.
However, the diversity of propagation media and routes make it inherently more robust
than a satellite system alone.

Practically, a combination of interconnection media would appear to offer the
best prospect for reliable operation over the whole range of operational conditions.
Transmission systems covering say the range from 2 to 60MHz, having relatively high
radiated powers (a few kW) and directive antennas, could form the primary basis for
interconnection; they could operate in HF skywave, HF surface-wave, meteor-burst or
ionospheric scatter modes, as available and appropriate. Also, a parallel
interconnection could be established via a PTT network.

Obviously, some delay will be introduced into the reception of mobile terminal
signals by the need to transfer data around the network. This delay will tend to
increase as the number of mobile terminals accessing the network simultaneously
increases. The longer the delay which can be tolerated, the greater is the
potential for accurate reception. In general, it can be expected that the fixed
terminal interconnections will be able to sustain a higher average data rate than
that which will be associated with the mobile-to-static terminal transmissions. The
effect of delays can be minimised by the signal design and network control strategies
to be discussed in the following sections.

5.2 Signal Design Considerations

From the discussion in Sections 1 and 2, it is seen that ionosphere can be
subject to severe natural disturbances giving rise to multipath delay, signal fading,
low signal levels and possibly abnormal doppler spreads or extreme phase instability
in polar regions. Under these circumstances, it 1is necessary to use robust
transmission formats which are resilient to such perturbations.

5.2.1 Mobile Signal Formats

Normally, it will be necessary for a geographical diversity network to handle
signals originating from several distinct mobiles. A block transmission format
would be convenient since it would allow simple time and frequency multiplexing to
take place, with only one mobile using a particular frequency at a specific time.
To allow this, accurate time and frequency standards would have to be available at
all terminals in the system, but this can now be accomplished relatively simply and
economically.

The major requirements for a robust mobile transmission can be summarised as:

(a) that its time of occurrence and frequency of propagation are accurately
controlled;

(b) that the SNR required at the receiver for a specified error rate is minimised;
(c) that no elaborate synchronisation technigues are necessary;

(d) that long multipath delays can be tolerated;

(e) that high levels of phase instability can be tolerated;

(f) that moderate doppler frequency offsets can be tolerated;

(g) an ability to operate in any of a limited number of modes which can become
progressively more robust as propagation conditions deteriorate;

(h) that 51gnals should be digital to enable data to be protected by
encryption.

A possible signal format on which the mobile transmission could be based is
basic wide-shift FSK, in which detection is accomplished by a Law assessor
arrangement (Alnatt et al, 1957) givng the effect of dual, in-band diversity under
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frequency-selective fading conditions. Simple block error control codes could be
applied to the data blocks, with more powerful (more redundant) coding being used as
path conditions worsened. In extreme cases, the mobile would simply repeat its
message many times to allow signal averaging to be employed at the receivers. Under
white noise conditions, signal averaging improves the effective SNR by a factor
proportional to the square root of the averaging time (Hewlett-Packard J, 1968).

Under poor SNR conditions, a trade-off must be made between SNR and transmission
time; ie as the SNR reduces, the user must allow more time for the transmission of a
given message if it is to be received with a specified level of fidelity. In
effect, variable redundancy error control is required (Hellen, 1985).

In circumstances where frequency offsets are negligible and short-term phase
stability reasonable, systems of the PICCOLO type (Bayley & Ralphs, 1972), or reduced
multiple FSK systems, would provide robust communication.

In general, transmissions should be designed so that soft-decision data, or
confidence information, can be extracted readily at the receiver.

5.2.2 Interconnection Signal Formats

Most of the comments made above in the context of mobile signals also apply to
signals transferred over the interconnection links between static terminals.

Labelled data blocks relating to the signals from specific mobiles would be a
convenient vehicle for passing data between the static nodes and control/processing
site.

As indicated previously, the design and operation of reliable point-to-point
links is a simpler problem than is the design of a mobile-to-static link because more
efficient antennas and higher transmitter powers are available. Again, an ARQ mode
of operation would seem to be appropriate (Dawson & Darnell, 1985), since this would
be well-matched to the characteristics of the interconnection media proposed, ie HF
skywave, meteor-burst or ionospheric scatter.

5.3 System Control Considerations

From the previous section, one of the potential problems which can be identified
is that the maximum capacity required for the interconnection links is considerably
greater than for the mobile-to-static links. This arises because the
interconnection links may be carrying simultaneously information relation to:

(a) a number of distinct mobile transmissions;
(b) system control data for the network.

These will now be discussed in greater depth, together with other considerations
affecting the control of the network.

55 oY, L Data describing Mobile Transmissions

One mode of operation for a geographical diversity system is where the various
versions of the mobile signal received at the different static terminals are
demodulated and reconstituted at those terminals, with the reconstituted data being
forwarded to the site where combination is to be carried out. A further refinement
to this process could be the transmission of soft-decision data, relating to each of
the detected data elements, to the combination site. Alternatively, the complete
analogue baseband signal from each static receiving terminal could be forwarded to
the combination site. In the latter two cases, the information carried by the
interconnecting links would be considerably increased in comparison with that
contained in the original signal transmitted by the mobile. However, since the
mobile transmissions would normally be of short duration, this data expansion would
be acceptable if some decoding delay is admissible.

5.3.2 System Control Data

It will also be necessary for system control data to be transferred on a regular
basis between static terminals, simply to maintain the integrity of the network.
This system control data would relate to frequency selection options, available data
rates, changes in coding levels, etc. It is envisaged that, in a ARQ-based system,
the capacity overhead associated with this data would be relatively small.

5.3.3 Frequency Management

Frequency management of a geographical diversity system would logically be
carried out at two levels:

(a) on a link-by-link basis;
(b) on a network basis.

In the former case, each of the interconnection links would have its own
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embedded RTCE and protocols (Darnell, 1986) operating over the frequency range of
from 2 to about 60 MHz. The propagating mechanism giving the greatest predicted SNR
would typically be selected.

At the network level, there is a need for a more sophisticated RTCE procedure
which attempts to assess the general propagation state of the region in which the
static and mobile terminals are situated. This could be accomplished by either a
vertical-incidence ionosonde placed at the eastern edge of the region, or by obligque-
incidence sounding carried out between the static terminals of the network.
Measurements of this type would indicate the onset of ionospheric disturbances and
possibly their approximate geographical extent.

An additional function of the overall frequency management would be to ascertain
the extent to which frequencies could be shared or re-used by different static
terminal interconnection links.

5.3.4 Other Control Functions

In military operations, the control of the communications system must, in part,
be directed towards maintaining the security of the mobile traffic. Thus, the
mobile would, for example, be assigned frequencies which would have the minimum
probability of being intercepted or disrupted in the prevailing propagation
conditions. Also, the mobile would exercise radiated power control (RPC) in
response to control data sent to it by the static network.

The system control procedures would also seek to make maximum use of relatively
local and transient propagation phenomena as they became available. There would
also be a need to reconfigure the static terminal interconnections in order to avoid
localised ionospheric disturbances. In this context, Fig. 15 and 16 illustrate the
benefit to be gained from the use of a geographical diversity network. Fig. 15
shows a situation in which an ionospheric disturbance affects the skywave path
between the mobile (M) and a static terminal (Fl); the skywave path to static
terminal (F2), at a greater distance from M, avoids the disturbed region completely,
as does the interconnecting path between F1 and F2. Figure 16 is a more complex
situation where the region of disturbance affects both the mobile-to-static terminal
(Fl) path and interconnections from F1 to F3, and from F1 to F4. In this case, the
interconnecting links must be re-routed as shown to maintain network connectivity.

Clearly, similar re-configuration procedures could be employed to offset
attempts to disrupt mobile transmissions reaching specific static terminals.

5.4 System Design

An attempt will now be made to coalesce many of the concepts outlined in the
previous sections of this paper into an overall system design to provide improved HF
communications reliability and survivability, particularly in high-latitude regions.

Fig. 17 illustrates a possible format for such a system in which mobile-to-
static transmissions are received by a geographical diversity network, whilst static-
to-mobile transmission is carried by single broadcast system sited at a convenient
location.

System control and signal generation and combination are carried out at a
specified control and processing site. Interconnections are implemented by 2 to 60
MHz ionospheric links, or via a PTT network, as appropriate. Broadcast traffic for
all mobiles in the operational area is transitted using a multiple sub-channel format
from which each mobile can extract the data addressed to it. The EOW sub-channel of
the broadcast is used to request repeats of mobile data blocks received in corrupted
form, and also to disseminate frequency management data to all mobiles who may wish
to access the system.

Data transfer between the HF system and message originators and recipients can
be effected via a PTT network or possibly via other dedicated HF or non-HF links.

Fig. 18 shows an alternative system format where the centralised broadcast
system of Fig. 17 is replaced by a distributed network of lower power transmitters,
possibly co-sited with the static receiving terminals. Thus, in principle, for any
specified mobile position, a broadcast transmitter site having maximum probability of
successfully propagating to that mobile can be selected - as illustrated in Fig. 18.

6. CONCLUDING REMARKS
This lecture has attempted to provide an introductory technical framework prior
to a more detailed discussion of specific aspects of HF communications in subsequent

lectures.

From the preceding discussions, the following points should be made in
conclusion:

(a) That the variable capacity nature of the HF path should be both recognised and
its characteristics exploited in the design of HF communication systems.
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That improved performance should be achieved by the application of more advanced
signal processing and system control procedures, rather than by the application
of higher powers and large, fixed antenna arrangements.

That the key to improved performance is the effective integration and use of
RTCE in an HF system design - as will be discussed further in a companion
lecture.

That HF systems should have a capability of operating in a frequency range above
the traditional upper limit of 30MHz. This would provide additional resistance
to ECM activity.

That the most effective method of enhancing the communications reliability of
mobile terminals would seem to be via the use of a geographical diversity
system. A distributed network of the type illustrated in Figs. 17 and 18 poses
additional control problems. However, the increase in operational flexibility
and robustness potentially available from such a system would appear to merit
further research. In'particular, the ability to reconfigure in the face of
ionospheric disturbances, or physical or electromagnetic attack, would be most
valuable.

That the price paid by an interceptor or jammer for his activities should be
maximised - both from the cost viewpoint and that of the complexity of analysis
he must employ.

That the HF medium should be used for types of communication which are
compatible with its fundamental properties.

Following from the discussion above, it would appear that forms of traffic which

are best matched to the characteristics of the ionospheric path include:

(i)

(ii)

(iii)

transmissions involving a low constant data rate, R, eg low-speed telegraphy,
where R conforms to expression [5];

transmissions involving a low average data rate, where the data can be block-
formatted and transmitted in packet form - possibly at relatively high, but
variable, rates;

transmissions for which it is important to transfer limited amounts of
information reliably, perhaps in the face of deliberate attempts at
disruption.

The transmission of digitised speech at rates between 1.2 and 2.4 kbits/s will always
be difficult to maintain with an acceptable level of reliability: other techniques,

such

as the combination of speech recognition and synthesis mentioned in Section 3.6,

allow a capability for speech message transmission at very low data rates.

(a)
(b)
(c)
(d)

From the technical viewpoint, the areas requiring further investigation include:
The problems of networking at HF.

The design of efficient embedded RTCE procedures.

The design of adaptive signal generation and processing systems.

The design of more realistic simulation facilities to aid HF system development,

particularly in respect of co-channel interference models and the effects of RF
equipment characteristics.
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PROPAGATION I. State of the art of modelling and prediction in HF propagation

by E V Thrane
Norwegian Defence Research Establishment
N-2007 Kjeller, Norway

ABSTRACT

The lecture reviews the state of the art in HF propagation modelling and describes the principles
of radio frequency predictions. As a basis for the discussions, a brief introduction is given to the
ionospheric parameters of importance to HF-propagation. Current methods for frequency prediction are
semi-empirical, that is they depend upon a large data base of ionospheric observations, combined with
physical models of the ionosphere and of radio wave propagation through the medium. In addition models
of the noise and interference environment must be included. The lecture discusses the principles on
which the methods are based, as well as their limitations., Examples are given of the use of predictions
in system planning and communications. The relative importance of skywave and ground wave com-
munications in the HF-band is discussed.

1. INTRODUCTION AND OUTLINE

In spite of the development of satellite communications, microwave links and other communication
techniques, interest in the high frequency band is still strong. The HF-band (3-30 MHz) represents a
valuable natural resource and should be exploited as efficiently as possible. The radio waves in this
band can travel along the earth's surface, but only for limited distances, depending upon the conduc-
tivity of the ground or sea. Efficient reflection of the waves from the ionized layers in the upper
atmosphere makes HF radio transmissions over long distances possible. A prediction of the performance
of a communication circuit must of necessity be based upon a model of the propagation medium, as well as
of the-propagation process itself. The purpose of the present lecture is to review the state of the art
of such models, their usefulness and accuracy. First a brief introduction to the most important prin-
ciples of ionospheric radio propagation will given. The ionospheric models have been developed from
physical principles governing the formation of the ionosphere and a large data base acquired through
many years of measurements. Both the data base and the models will be discussed.

Furthermore the principle of the prediction techniques will be described, and how these techniques
include models of the electromagnetic noise and interference environment. Weaknesses in present predic-
tion methods and possibilities for future improvement will be pointed out, and finally examples of the
use of predictions in system planning and communications will be given.

2. A BRIEF INTRODUCTION TO IONOSPHERIC PARAMETERS OF IMPORTANCE TO HF-PROPAGATION

Ultraviolet radiation, X-rays and energetic particles from the sun and interplanetary space
interact with the earth's atmosphere to form the ionospheric layers of free electrons and ions in the
height range 50-500 km above the earth's surface. The free electrons in the weakly ionized ionospheric
plasma absorb, refract and reflect electromagnetic waves over a wide frequency range. The physics of
radio wave propagation in this medium is now well understood. Propagation can be described by the
magneto-ionic theory developed by Appleton and Hartree (Budden 1960). In the principle, if the proper-
ties of the medium is known precisely, the refractive index of an incident radio wave may be computed
and the phase and amplitude of the wave may be found at any point in space. The presence of the earth's
magnetic field makes the ionosphere birefringent, and the spatial and temporal structure of the
ionospheric layers may be very complex. Therefore, accurate solutions to be the wave equations reauire
complex and time consuming calculations. Modern high speed computers have made it possible gradually to
introduce more sophisticated and precise raytracing methods, but in practice the prediction methods are
still based upon simplified models of the propagation process as well as of the medium. In this section
some ionospheric parameters of importance to HF propagation will be introduced.

2.1 Formation of the ionosphere

Figure 1 shows a typical daytime height distribution N (h) of the ionospheric electron density and
indicate how a spectrum of energetic electromagnetic radiatiGn from the sun interacts with the
atmospheric gases to form the D-, E~ and F-regions in the undisturbed ionosphere. The figure also indi-
cates the occasional presence of a thin dense "Sporadic E-layer"”. The ions and electrons formed by the
solar radiation are lost through recombination, and a simple form of the continuity equation which
determines the ionization balance is:

dNe
at c Cl(h’X)_mef‘i"r\‘eN+ (1)

where N, is the positive ion density and a.rp 18 a constant, the effective recombination rate, y is the
solar zenith angle. The height and intenslgy of each layer varies in a systematic manner with solar
elevation. A first approximation to this variation is shown for a simple model "Chapman" layer in
Figure 2. In the real atmosphere many complex processes may cause deviations from this simple model.

The two ionospheric parameters of prime importance for radio wave propagation are the con-
centration N, of free electrons and the average frequency v with which an electron collides with
neutral molecules and ions. The collision frequency v is proportional to atmospheric pressure. Typical
height variations of Ne, v and their product Nev are shown in Figure 3.
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2.2 Radio wave propagation in the ionosphere

The first principles of high frequency propagation may be understood by considering a simple case
in which the earth's curvature and magnetic field are neglected and the ionospheric layers are horizon-
tally stratified. The ray path of a radio wave may then be described by Snell's law of refraction, as
shown in Figure 4, where u is the real part of the refractive index and In is the angle of incidence
upon the layer labelled n+1. Then

ugsinly = uysinly = upsinl,... = constant (2)

This means that as the ray travels through the slabs the ray direction changes in such a way that
usinl is constant. A continuously varying medium may be approximated by many thin slabs, If the wave
is incident upon the ionosphere from free space so that uy = 1, we have usinl = sinlj. Reflection
occurs where I = 90°, so that u = sinl_. At vertical incidence I, = O and the reflection condition
becomes y = 0. Magneto-ionic theory sRows that, in the simple case we are dealing with, the refractive
index may be written

2
N e
u=/ z (3)

1= —
mef24nzso

where N is the number density of free electrons, mg the electron mass, f the wave frequency and € the
permittivity of free space. The plasma frequency of the propagation medium is defined as

z N

N €’ f
fy, = —0— so that =V

N me4ﬂeo £

N

Insertion of numerical values yields FN = 9/Ne {Hz} where fy is measured in Hz and N, is the
number of free electrons per m-”.

Note that u = O when the wave frequency f = f,,, and therefore a wave vertically incident upon the
ionosphere is reflected at the height where f = 9%Ng. The highest frequency which can be reflected ver-
f

tically from the layer is called the critical frequency
fo = 9VNe (5)
max
where N is the maximum electron density. Frequencies f > fo will penetrate the layer. A wave

max
incident obliquely at an angle I0 will be reflected at a height where

B1Ne
p = sinl, = ¥V1- 5 (6)
F

and the highest frequency which can be reflected is ﬂmax = 9 Ne /cosI0 = fo/coslo. This frequency is,
max
of course, always greater than the critical frequency FO.

Figure 5 illustrates schematically how the electron density and the refractive index may vary in a
simple ionospheric layer, and the ray path through the layer. The wave incident at an angle I_ is
reflected back to the ground at a distance d. The maximum frequency which can reach this distnce is

e f /cosIo. If there are no denser ionospheric layers at- greater heights, this frequency is the
Magimum Bseabl?d Frequency (MUF) for the circuit with pathlength d along the earth's surface. Frequen-
cies greater than the MUF will penetrate the layer at the angle of incidence I . It is possible to show
that the wave will behave as if it had travelled along the triangular path indfcated in the figure and
had been reflected at a virtual height h'. In principle we understand that the MUF for a particular
circuit may be derived from simple considerations, if the critical frequency of the layer at the reflec-
tion point is known.

Fiqure 6 shows the results of raytracing for three frequencies in a model layer with critical fre-
quency Fo = 4 MHz and Ne at a height of 300 km. The figure clearly demonstrates that for a frequency
max
f > fo the wave cannot be reflected back to the ground at distances shorter than a minimum range,

called the skip distance. Near this distance there is a focusing effect because waves with different
penetration depths into the ionosphere converge.

So far we have only discussed wave refraction, but the ionospheric plasma also acts as an
absorbing medium. The electrons oscillating in the incident wavefield reradiates the energy transferred
to them from the field, unless their oscillatory motion is disturbed by collisions with the much heavier
neutral molecules and positive ions. Such collisions will convert electromagnetic wave energy into
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thermal energy in the gas, and the wavefield will be attenuated. It is possible to show that the
absorption of a high frequency radio wave, measured in desibels, is

a_

F2

1
A i - N vds db (7)

where v is the collision frequency of an electron, u is the refractive index, and integration is along
the ray path. We note that A is inversely proportional to the sguare of the wave frequency, and that
the contribution of the integral to A is large where u is small and where N v is large. Figure 3 shows
that N has a maximum in the D-region where, normally, u = 1., This contribution to the absorption is
called the non-deviative absorption. Absorption occurring near the reflection point where p << 1 is
called the deviative absorption. For oblique propagation the non-deviative term usually dominates.

The simple model of propagation sketched above may be extended to include the effects of the
earth's magnetic field, the earth's curvature and the presence of several reflecting layers. The
earth's magnetic field makes the ionosphere birefringent, that is an incident radio wave splits up into
two magneto-ionic components, called the ordinary and extraordinary waves. The ordinary wave
corresponds most closely to the no-field case, whereas the extraordinary wave has a laraer critical fre-
quency and is reflected at a different level. The absorption for the two components may estimated by
Equation (7) replacing the wave frequency f with an effective frequency f*f, where + refers to the ordi-
nary and - to the extraordinary wave. FL = f, cosl where f,, is the gyro freguency of the electrons in
the earth's field and I is the angle between the direction of propagation and the maanetic field. We
note from Equation (7) that the extraordinary wave is more heavily absorbed than the ordinary wave. The
ordinary wave will therefore be the important component as far as HF-communications are concerned.

The complex structure of the real ionosphere makes many different modes of propagation possible.
Some examples are sketched in figure 7.

Note that the total field at the receiver may be a vector sum of many different modes, including a
ground wave which is important at shorter distances. The refractive index of the gqround may be
expressed as

e s e—i-l%gg g (8)

where € is the permitivity, f is given in MHz and ¢ the conductivity in Siemens m_1. e and ¢ depend
upon the properties of the soil, and when n is known the reflecting and attenuating properties of the
surface may be derived.

3. DATA BASE OF AVAILABLE OBSERVATIONS

Since the presence of ionized layers in the upper atmosphere was experimentally established by
Appleton and Barnett (1926) and Breit and Tuve (1926), a large database of ionospheric observations has
gradually been compiled to give a global picture of the structure of the ionosphere and its variations.
The picture is by no means complete; the problem of mapping the behaviour of the ionosphere is similar
to the problem of mapping the weather in the lower atmosphere. More, and more accurate knowledge is
always needed, both from a scientific point of view, and from the communicators point of view as the
need arises for ever more efficient use of the frequency band available for ionospheric communications.

Under the auspices of the International Council for Scientific Unions (ICSU), several World Data
Centers for the collection and exchange of geophysical data have been estalished. The two most impor-
tant are WDCA in the USA and WDCB in the USSR, but in addition a number of specialized centers exist in
other countries. These latter centers emphasize special analysis of data relevant to different dicipli-
nes (Piggott & Rawer 1972).

Two international bodies, URSI and CCIR, are of particular importance in the work on collection
and evaluation of ionospheric data for communication purposes.

URSI (International Scientific Radio Union) deals with the scientific aspects of radio wave propa-
gation, and is responsible for the Ionosonde Network Advisory Group (INAG) which coordinates ionosonde
observations (see below) on an international basis., CCIR (International Radio Consultative Committee)
has the International Telecommunication Union (ITU) as its parent body, and promotes international stan-
dardization of models for the propagation medium and radio noise environment. Much international
cooperation is also being stimulated by the Inter-Union Commission for Solar-Terrestrial Physics
(IUCSTP) which promotes intensive studies of particular phenomena.

3.1 Observational techniques

The longest time series of ionospheric data stems from ground based observations. The most
important techniques used are:

a) The ionosonde, which in its common form is a vertically directed pulsed radar, measures the delay
time of the reflected signals in the frequency range 1-20 MHz. This delay time is converted to a
virtual height h' of the ionosphere. Figure 8 shows an example of an h'(f) record, or ionogram.

The heights and critical frequencies of the - and F-regions can be read directly from the ionogram,
and by means of fairly complex computations, the h'(f) record may be converted to an electron den-
sity profile Ne(h).
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b) Absorption measurements
The A1 method measures the amplitude of pulsed HF signals reflected vertically from the layers. The
A2 method measures the amplitude, at the ground, of VHF radio noise incident upon the earth from the
galaxy. The receiving instrument is called a riometer (Relative Ionospheric Opacity meter). Radio
noise above the critical frequency of the F-layer will penetrate the ionosphere, as the earth rotates
and the receiving antenna sweeps across the sky, a "quiet day" variation of signal intensity will be
recorded. The noise will suffer absorption in the lower ionosphere, and a disturbance in the
D-region will be recorded as a deviation from the quiet day curve. The riometer is a particularly
useful instrument in the disturbed high latitude ionosphere. The A3 method measures the signal
strength of a CW MF or HF signal reflected from the ionosphere at oblique incidence, typically over
paths of a few hundred kilometers.

c) The incoherent scatter technique involves the use of very powerful, sensitive and sophisticated VHF
or UHF-radars which detect weak reflections from plasma irreqularities. There are only a few such
installations in operation, but they have provided a wealth of information about ionospheric para-
meters.

Figure 9 shows a map of the distribution of ionospheric observatories. As might be expected, most
of them are located in northern hemisphere, and the large oceans and polar regions are not well covered.

The space age introduced rockets and satellites as platforms for ionospheric observations. Rocket
flights can yield valuable detailed "snapshots" of ionospheric conditions, whereas satellites have been
successfully used to obtain global coverage of some "top-side" ionospheric parameters. The satellite-
borne "top-side" ionosondes have been particularly important in global mapping of F-layer electron den-
sities above the maximum of the layer. Unfortunately the top-side ionograms only rarely yield accurate
values of the F-layer critiecal frequencies. Their usefulness in filling in gaps left open in the ground
based network is therefore limited.

3.2 The ionospheric data

The ionosonde data are conveniently summarized in daily "f-plots", an example of which is given in
figure 10. An example of the long term variation of critical frequencies is shown in figure 11, which
clearly demonstrates the 11 year cycle present in the ionospheric parameters. As will be discussed
later, this solar cycle dependence is important for prediction purposes. The data base may be used to
construct contour maps of ionospheric parameters. An example figure 12 shows a map of foF2 (the criti-
cal frequency of the F-layer) compiled for the east zone from data for 40 stations over two solar cycles
(Reddy et al 1979).

After more than 50.years of ionospheric observations it is fair to state that the behaviour of the
undisturbed mid-latitude and low-latitude E- and F-regions is adequately mapped for many communication
purposes. Then are, however, important gaps in our knowledge of ionospheric behaviour during disturban-
ces, and in general the high latitude ionospheres are not well understood. There is also a lack of
data, on a global scale, on the structure and behaviour of the lowest part of the ionosphere, the D-
region.

3.3 The conducting properties of the earth's surface

The conductivity of the earth's surface is of importance for the antenna gain at the transmitter
and receiver sites, and for ground reflections in multihop propagation. There is therefore a need for
global conductivity maps, and for some applications there is also a need for terrain modelling. Present
models distinguish between land and sea conductivities, using average values of the reflection coef-
ficients, but the inclusion of more detailed maps of ground conductivity would improve propagation pre-
dictions. (See section 9)

3.4 The radio noise environment

An HF-signal must be detected against a background of radio noise from natural and man-made sour-
ces. The first compilation of radio noise data was carried out by Bailey & Kojan (1943). CCIR (Report
322 1963) has prepared an atlas of radio noise intensities based upon measurements obtained mainly from
16 stations throughout the world during an international cooperative programme. Data were collected
from these stations from 1957 to 1961 and the noise power versus frequency are presented in diagrams
such as figure 13.

The natural radio noise has two important sources, atmospheric lightning discharges, and galactic
cosmic noise. A stroke of lightning produces noise over a wide frequency band, with maximum intensity
near 10 kHz. The noise from the thunderstorm activity throughout the world, in particular from the
thunder-storm centers in Equatorial Africa, Central America and the East Indies, will propagate to great
distances through multiple reflections between the earth and the ionosphere. The galactic noise
penetrates the ionosphere from above at frequencies above the critical frequency of the F-layer, and is
in general the dominating noise above about 20 MHz. The man-made HF-noise may be important in
industrial or densily populated areas, and may have large local variations.

Contour maps of radio noise intensity, such as figure 14 are available for different times of day
and season.
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4. IONOSPHERIC MODELS

Ionospheric modelling for HF-communication purposes aims at a description of the ionosphere and
its variations in time and space, which allows prediction of propagation parameters. The model must
therefore be simple enough to be practical, and sufficiently complete and accurate to be useful. The
degree of complexity and sophistication in a model depends upon the requirements and resources of the
user, and the practical solution is always a compromise between the needs for simplicity and for
accuracy. There are two different approaches to the modelling of ionospheric circuits. The first is to
fit empirical equations to measurements of signal characteristics for different times and paths, the
other is to estimate these characteristics in terms of a number of separate factors known to influence
the signal (Bradley 1979), such as critical frequencies, layer heights, absorption etc. When a large
data base exist for a particular circuit, the former may be useful, but it lacks generality. The second
approach has the advantage that a limited data base can be combined with knowledge of physical prin-
ciples to guide a description of the behaviour of the ionospheric layers.

The first approach has been successfully applied to medium frequency (MF) propagation, whereas it
is generally aqreed that the second method is the most efficient one for HF propagation.

4.1 Modelling of the ionospheric layers

If the ionospheric electron density height profile is known at every point along a propagation
path, the signal characteristics at the receiver may be calculated using some form of raytracing proce-
dure. A useful approximation is to neglect variations along the path and assume that the profile at the
reflection point (or points if there are more than one hop) may be used in the raytracing. The problem
is then to describe this profile in terms of a few measurable parameters, so that the raytracing
through the simplified model ionosphere yields realistic signal characteristics, for vertical incidence
raytracing should reproduce an ionogram typical for the time and location of the reflection point.

Figure 15 shows four electron density models in order of increasing complexity. The model in
Figure 15a includes the E and F-layer only, as simple parabolic layers with specified critical frequen-
cies, heights and thicknesses. This model is used in the first CCIR prediction procedure CCIR (1970)
and is at present still recommended by CCIR. A second CCIR procedure is in preparation (CCIR 1978) and
the electron density model is shown in Figure 15b. As will be seen, the gap between the E- and F-layer
has been filled in, so that the electron density increases linearly with height in this intermediate
region. The two CCIR models have been discussed in some detail by Bradley (1979).

Figure 15c¢ shows a model used in a recent method "Ionospheric Analysis and Prediction"™ (IONCAP)
developed at the Institute for Telecommunication Sciencies (Lloyd et al 1982). The region between the
E- and F-layer maxima is now even more complex, including a "valley" and two linear segments. This
figure also shows a virtual height profile, and demonstrates that the model can reproduce the most
important features of an ionogram, including an F1-layer. Note that the IONCAP includes a simple model
of the D-region. All three models make some provision for the presence of sporadic E-layers.

Finally Figure 15d shows the electron density profile adopted in the International Reference
Ionosphere (IRI, Rawer 1981).

The IRI has been developed by a task group chaired by K Rawer, under the auspices of URSI and
COSPAR (Committee for Space Research). The International Reference lonosphere is described by Rawer
(1981). It represents a compendium of height profiles through the ionosphere of the four main plasma
parameters: plasma density, plasma temperature of electrons and ions, and ion composition. These
parameters are generated from reliable data including both ground based, rocket and satellite data, and
the IRI is thus primarily an experimental, not a theoretical model. A computer code generates height
profiles for any time of day, position and sunspot number.

The IRI electron density profile models all ionospheric layers and is quite complex. It has
therefore not yet been adopted or recommended by CCIR for HF-communication predictions. Raytracing
through such a sophisticated profile would require complex computer codes, and it remains to be tested
whether the added complexity yields real improvements of predicition accuracy.

4.2 Global modelling of key factors

Once a model of the ionospheric layers, such as those described in the preceding section, has been
chosen, a model of the temporal and spatial variations of the key factors describing the ionospheric
structure must be decided upon. The diurnal, seasonal and sunspot cycle variations of peak plasma den-
sities and heights have been modelled by CCIR (1967), based upon original publications by Jones and
Gallet (1960, 1962). The model or atlas is based upon ground based measurements exclusively, and is
available as a computer tape. As an example of such modelling, Figure 16 shows measured values of noon
critical frequencies versus sunspot number. The sunspot cycle dependence is modelled by linear inter-
polation between values of critical freguencies at smoothed sunspot numbers Rqp = 0 and Ryp = 100, The
diurnal and seasonal variations are modelled in terms of the solar zenith angle x, which, of course, is
readily calculated.

The original Jones and Gallet model gave a description in terms of geographic coordinates, but it
was found that inclusion of the earth's magnetic field in terms of a "modified dip coordinate" (Rawer
1963) improved the consistency of the charts. A model of the earth's magnetic field is therefore also
essential in a description of the ionospheric layers. The CCIR model is also used as a basis for the
International Reference Ionosphere in its global mapping of peak plasma densities and heights. As men-
tioned above, satellite data have not yet been included for these parameters, although the IRI uses such
data to model the shape of the electron density profile above the F-layer peak. A spesific effort by
CCIR to include satellite data is in progress.
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4,3 Modelling of ionospheric absorption

We have shown that most of the ionospheric absorption of HF-waves occurs in the D-region. D-
region electron densities are, however, small and difficult to measure, and the ionospheric loss is
therefore normally modelled by means of empirical equations based upon absorption measurements. The
absorption of the ordinary wave may be written (Budden 1966)

L Nevds
L = const [ —& (9)

s (F+fl) 4307

(see section 2.3) where integration is along the ray path. For vertical incidence we may write

A(fF)

L(F) = ——
(f+FL)2+Q%;)2

{a8} (10)

where A(f) is a constant when u = 1 (non-deviative absorption) but has a frequency dependence near the
reflection point where u << 1. The models are based upon estimates of A(f) from measurements of absorp-
tion. The CCIR absorption equation is based upon studies by Laitinen and Haydon (1950) and Lucas and
Haydon (1966), and the empirical equation for oblique incidence is

677.2 I sec ¢O

7,98 {dB} (11)

L(F) = ————mg—
(f+FL) +10.2

where ¢, is the angle of incidence at 100 km, and the frequencies are given in MHz

-2.937+0.8445 fE
I = -0.4+e

The factor I thus contains the solar zenith angle and sunspot cycle dependence through the E-layer
critical frequency fuE. The term A(f) is represented by an average value A = 677.2 1. An important
effort to improve the absorption model has been made by George (1971) who includes a frequency depen-
dence of A(f). This method has been extended and used for absorption modelling in the IONCAP prediction
method (Lloyd et al 1981). Models of ionospheric absorption such as those mentioned above have proved
useful in low and middle latitudes, but becomes inadequate in latitudes beyond about 600, where the
absorption is large and varies rapidly. An "excess system loss" factor has been included in the models
to account for the latitudinal variation in high latitudes.

4.4  Statistical description of the ionosphere

The ionosphere has significant day-to-day variations. The data base provides input to the models
in terms of monthly median values of the ionospheric parameters and a statistical distribution around
the medians, for example as quartile and decile values. These statistical parameters have been included
in the prediction models to provide estimates of the probability distribution of signal characteristics.

Ol THE PRINCIPLE OF HF-PREDICTIONS

The principle of all physical predictions is, of course, extrapolation of past experience into the
future. In the preceding section we have described models of the propagation medium which allows esti-
mates to be made of the state of the medium at a certain location, solar activity as indicated by the
sunspot number and solar elevation. By predicting the sunspot number at a future time, we may therefore
predict the state of the ionosphere. The state of the sun is being monitored continuously from solar
observations throughout the world, and reasonably reliable data are available for a period of more than
200 years. Modern observatories issue regular long-term (months, years) predictions of solar activity
as measured by the sunspot number. These predictions of monthly values are based upon extrapolation of
past "smoothed" sunspot numbers, allowing for the well established 11 year cycle in solar activity.
Short term predictions of the development of Solar disturbances are also issued for periods of hours and
days. These allow predictions of "effective" sunspot numbers which can be used in HF-prediction
modelling. (See comparinion lecture).

In this section we shall not discuss solar physics and prediction of solar conditions, but rather
review the procedures used to estimate the reliability of a communication circuit once the probable
state of the ionosphere has been established by predictions. We shall only deal with long term predic-
tions here.

A frequency prediction service aims at providing the user with estimates of the circuit reliabi-
lity as a function of frequency and time. The useful range of frequencies is limited at the high fre-
quency end by the path MUF, that is the highest maximum useable frequency of any possible propagation
mode, and at the low frequency end (lowest useable frequency LUF) by the presence of noise and possible
screening by the E-layer. The signal to noise ratio must be evaluated at each frequency within this
range. The procedure may be summarized as follows:
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a) Determination of the path MUF
First the points along the circuit must be found for which ionospheric information is needed. For
path lengths less than 4000 km the path midpoint is used. For longer paths two "control points"”,
2000 km from either end of the circuit are found, and ionospheric conditions determined at these
points. The "control point method" has no rigorously proved basis, but seems to work well for many
applications. Given the ionospheric model, the MUF may be determined by raytracing, or by using MUF
factors (M(D)). These factors are defined as:

MUF~(single hop, distance .D) = f;+M(D) (12)

Such factors may be derived from ionograms and are tabulated for the different layers by CCIR
(1967). Figure 17 shows an example of MIF factors.

The path MUF is ‘the highest of the MJF's derived for the separate layers, and the lowest of the MUFs
for the two control points. :

The more sophisticated raytracing procedures such as that used in IONCAP allows determination of an
area coverage, that is the area of the earth's surface illuminated via the ionosphere at each fre-
quency. (See Figure 4).

b) Tetermination of signal strength
When the modes that can exist are determined, the power received at the receiver location for each
mode is

Pr = PreGp-Lp (13)

where Py is the transmitted power, Gy and Gg are the gains of the transmitting and receiving anten-
nas respectively at the elevation angle corresponding to the mode in question, and Lp is the
transmission loss. Lp may include many terms, such as free space loss, focusing effects,
ionospheric absorption (see section 4.3) and ground reflection loss. The ground reflection loss is
modelled by CCIR by the conductivity of the surface at the ground reflection point. The conduc-
tivity depends upon frequency, and five reference values for fresh water, sea water, wet ground,
medium dry ground and dry ground or ice have been chosen. Loss due to polarization fadina, sporadic
E and over-the-MUF reflections may alsc be added. The rms skywave field strength E (dB above

1wV n=1) is given in terms of P. by

E = Py+20 logf+107.2 (14)
when f is the wave frequency in MHz.

¢) Determination of signal to noise ratio
The noise charts and a knowledge of manmade noise conditions at the receiver site yield noise power
as a function of frequency. For a given band width b of the receiver, the noise field strength E,
may be determined ]

En = Fa=65.5+20 logf+10 logb (15)
where Fy is the noise figure given in CCIR report 322.
The signal to noise ratio in desibels is then SNR = E-E.

d) When a required signal-to-noise ratio is specified, the statistical properties of the ionospheric
model and the noise model may be used to determine the mean reliability of the circuit for a given
month.

5.1 Some available prediction methods

We have discussed methods for long term (months, years) predictions of HF propagation conditions,
and several such methods, implemented on digital computers, have received recent international atten-
tion. It may be useful to mention some of the most important here, These are 252-2, SUP 252, IONCAP,
MUFLUF, FTZ, HFM, YLE and LIL 252.

The CCIR recognized method is contained in CCIR Report 252-2 and is recommended by the CCIR for
use until SUP 252, supplement to report 252-2, is completed in computerized form and tested. Both uti-
lize a two-parabola ionospheric model and an ionospheric loss equation derived from the world data
center data base.

The IONCAP program forecasts for the distribution of the signal-to-noise ratio at frequencies from
2 to 55 MHz. The model considers the E, Sporadic E, F1 and F2 layers, using an explicit electron den-
sity profile. The basic ionospheric loss equation is the CCIR 252-2 supplemented by the E layer, ES
layer and over-the-MUF considerations. A separate method is included for very long distances.

The MUFLUF, FTZ (Damboldt 1975) and LIL 252 programs were submitted to the IWP (Interim Working
Party) 6/12 of the CCIR for consideration of use by international HF broadcasters (CCIR, ITU, Geneva).
They are considerably smaller programs than 252-2, SUP 252 and IONCAP, hence are specialized in applica-
tion.

The HFM YLE is based on CCIR 252-2 with simplifications made in the field strength probability
calculations.



A comparison of computer core size requirement and computational time for a sample run of 1 month,
12 hours, 6 circuits and 11 frequencies has been made on a CDC CYBER-750 computer.

SIZE TIME (SECONDS)
252-2 27.4
SUP252 65 K 155.4
IONCAP 56 K 27.4
MUFLUF 24 K 6.5
FTZ 30 K 0.5
LIL 252 14 K 3.4

NOTE: No direct comparison of HFM YLE was available at this writing; however comparison made by
Oy Yleisradio Ab, Helsinki on a Cyper 175 Computer showed HFM YLE required 24.9 seconds of run
time compared to 500.1 seconds for SUP 252, method 3.

Table 1 Comparison of some available prediction programs

The Applab III program (Bradley 1975) has been produced by the Appleton Laboratory in the UK. It
is similar in size and performance to the SUP 252, but is not identical to this procedure.

The above table illustrates the difference in complexity of the different available models. Their sizes
and running times are determined, essentially, by the questions they are developed to answer, and the
sophistication of the methods used. The choice of method will depend upon the requirements and resour-
ces of the user.

6. LIMITATIONS OF THE PREDICTION METHODS

The accuracy of the predictions is limited for several reasons. Firstly the database gives inade-
quate coverage of many parts of the globe. Examples are the polar regions and the large oceans. This
may have the consequence that important spatial structures are neglected. Secondly the ionosphere is
highly variable in time, and monthly medians of propagation parameters may not always be useful to the
communicator. Again this problem is particularly difficult in high latitudes. Thirdly our knowledge of
the physical processes that govern ionospheric behaviour are not adequate for guiding the modelling of
propagation through the medium. Nevertheless, tests show that during undisturbed conditions schemes
give reasonably accurate results. The performance deteriorates markedly at latitudes above 60°.

We have shown that the state of the ionosphere depends upon solar activity, and that most predic-
tion methods use smoothed sunspot number as a driving function to determine the paramaters of the
ionospheric layers. The sunspot number is an empirical index of solar activity, and it is not always a
good measure of the effects of the sun and the interplanetary medium upon the ionosphere. Our
understanding of the physical processes that determine this complex interaction is not sufficiently
advanced to make reliable predictions for longer periods (years).

Zo THE USE OF PREDICTIONS IN COMMUNICATION AND SYSTEM PLANNING

In this section we shall use the IONCAP prediction method to illustrate its application for com-
munication and system planning purpaoses.

Let us first consider the problems of a user of an established circuit who needs to choose the
optimum frequency from hour to hour and day to day. He or she knows the basic performance parameter of
the system, such as transmitter power, antenna gains, required signal to noise ratio etc. A monthly
prediction may then be issued in the simple form of a table of reliabilities as a function of frequency
and time of day. Table 2 shows an example of such predictions. The path MUFs are given separately,
with their corresponding reliabilities. The predictions may also be given in the form of a graph, such
as in Figure 18, where MUF, LUF and FOT are plotted versus time of day. LUF and FOT (Frequence Optimum
de Travail) are the lowest and highest frequencies respectively with an availability of 0.9. From such
graphs the available frequency range is readily found for any time of day.

The system planner will need more information than is readily available from the simple outputs
just described. He will need to know which modes are dominant at different times for different frequen-
cies and the corresponding elevation angles of the rays, so that efficient antennas may be chosen. Pro-
pagation delay times and the relative signal strengths of different modes are also useful parameters
allowing estimates of multipath interference to be made. The planner will also need to know the range
of losses to be expected so that the minimum transmitter power needed to obtain a certain required
reliability can be estimated. Propagation estimates must therefore be made for a range of conditions
covering diurnal, seasonal and solar cycle changes.

The IONCAP will provide such users with computer outputs of the form shown in Table 3.
8. THE USE OF THE HF SPECTRUM

The HF-spectrum is a valuable natural resource which must be shared amongst many users with very
different needs and technical capabilities. Interference from other users of the HF-band is one of the
major problems in HF communications. Modern technology offers many possibilities of improving the effi-
ciency of HF-communication systems. Some of these will be discussed in other lectures in this series.
The basic principles must be to radiate the energy in the optimum direction, to radiate as little enerqy
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as possible, and to choose an efficient modulation technique in order to minimize the band width or the
transmission duration. Automatic transmitter power control, antenna steering in azimuth and elevation,
frequency sharing in time multiplex amongst several users, are all possible ways to go in future deve-

lopments of HF-techniques. It seems obvious that improved prediction techniques will be valuable tools
in improving the overall efficiency of HF-communications.

9. HF-COMMUNICATIONS VIA GROUND WAVE

HF-communication via ground wave is important in many areas, particularly over sea and flat land
with high conductivities, where reliable circuits may be established up to distances of several hundred
kilometers. The conductivity of the surface is strongly frequency dependent with rapid attenuation at
the higher frequencies. In the past CCIR has published a set of curves of ground wave field strenath
versus distance. An example is shown in Figure 19. CCIR (1978) is in the course of implementing a com-
puter program to estimate ground wave field strengths. Ground wave propagation may be quite complex,
particularly over rough terrain and over mixed land-sea paths. There is a need for better charts of
ground conductivity, and in some cases terrain modelling may be useful and important. Ltarge topographi-
cal features such as mountain ranges and glaciers may cause reflections and strong attenuation, and
vegetation, soil humidity and snow cover also influence the propagation characteristics.

10.  CONCLUSIONS

A review has been made of the state of the art of HF propagation modelling and prediction.
Although present day models have reached a high degree of sophistication and complexity there is room
for major improvements in many areas. The development of the data base of ionospheric parameters has
been slow, in particular in the inclusion of satellite data in the models. As a consequence there are
large "white" areas in the world map of the ionosphere, i e the large oceans and the polar regions. The
detailed modelling of an important parameter such as the available bandwidth of an ionospheric propaga-
tion channel has not been given much attention. This parameter is certainly of interest for the use of
modern modulation techniques, such as spread spectrum modulation.
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METHOD 24 IONCAP 78,03

MAR 1983 SSN = 77.
0SLO TN LONDON AZIMUTHS N. MI. KM
59.92 N 10./5 E - 51.50 N .08 W 2?20.52 31.54 622.6 1153.0

MINIMUM ANGLE 5.0 DEGREES
ITS- 1 ANTENNA PACKAGE

XMTR 2.¢ T  350.0 HORZ. DIPOLE R -.?5 L ~.50 A 0.0 OFF A7 .0
RCVR 2.0 TO 33.0 HORZ. DIPOLE H -.25 L -.50 A 0.0 OFF AZ 7.0
POWER = 1.N0N KW 3 MHZ NOUSE = -148.0 dBY REQ. REL = .90 REQ. SNR = 55.0

FREQUENCY / RELIABILITY

GMT LMT MUF 2.G 3.0 5.0 7.5 10.0 12.5 15.0 17.5 20.0 25.0 3n.0 MUF
2.0 2./ 6.2 .99 .99 .96 .52 .01 .00 .00 .0n .00 .00 .00 .78
4.0 4.7 5.9 .75 .94 .87 .21 .00 .00 .NO .00 .00 .00 .00 .30
6.0 6.7 (.5 .52 .91 .92 .78 .32 .10 .00 .00 001 .00 .00 .79
8.n 8.7 11.1 .no .01 .75 .83 .33 .41 .23 .Nn1t .on a0 0NN .81
t0.0 10.7 15.46 .00 .00 .32 .79 .91 .36 .69 44 14 .00 .00 .84
12.0 12.7 14.4 .00 .00 15 .79 .85 .84 .73 .58 .30 .n1 .00 .75
14 .0 14.7 1h.5 00 00 .31 .79 .82 .82 .70 .45 .11 .00 .00 .81
16.9 16./7 14.7 .°n 13 .0 L7990 L7Y4 74 L6738 .07 .00 .00 .30
18.0 18. 12.3 .48 .76 .33 .81 .75 .70 .59 .37 .12 .00 .00 .79
20.9 20.7 9.2 .03 .97 .95 .90 .74 .49 16 .91 .00 .01 .00 .38
22.0 22.7 7.2 .97 .93 .94 .83 .57 .22 .N3  .nn .on .00 .00 .85
24,0 7 6.5 .58 .97 .95 .77 .45 10 J0Y .n0 .on .00 .00 .85
Table 2 Reliability versus frequency and time of day for March 1983 for the circuit Oslo-London.

The reliability is defined as the probability that the signal-to-noise ratio SNR exceeds
the required SNR for the service. The sunspot number is SSN = 77. The minimum anale of
elevation for the antenna is specified as 30. Horizontal half wave dipoles are specified
for both transmitter and receiver with heights above ground 1/4 wavelencth. (H = 0.25 i,
L = 0.5 A). Transmitter power is 1 kW, and the man-made noise level at the receiver site
is taken as -148 dBW, corresponding to "rural" environment. The reauired signal-to-noise
ratio, Req SNR, is the ratio in decibels of the hourly median signal power in the occupied
bandwidth to the hourly median noise in a 1 Hz bandwidth. It is here specified as SNR =
55 dB, corresponding to a signal-to-noise ratio of 25 dB for a channel with 1 kHz band-
width. The term Req Rel is used for LUF calculations.
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METHOD 23 IONCAP 78.03

MAR 1983 SSN = /7.
0OSLO TO LONDON AZTMUTHS N. MT. KM
59.92 N 10.75 E = 51.50 N .N8 W 229.52 31.54 622.6 1153.0

AINIMUM ANGLE 5.0 DEGREES
ITS= 1 ANTEMMA PACKAGE

XMTR 2.3 TO 30.0 HORZ. DIPOLE H -.?S L =-.50 A 0.0 OFF AZ n.n
RCVR 2.0 TO 30.0 HORZ. DIPOLE H -.25 L -.50 A 0.0 OFF AZ 0.0
POWER = 1.073 KW 3 MHZ NOISE = -148.0 pBW RER. REL = .90 REQ. SNR = 55.0
ur mMmJr
12.0 14.4 2.0 3.9 5.0 (.5 10.0 12.5 15.10 17.5 20.0 25.0 30.0 FREQ
1F2 1 £ 1 €& Z2Ff1 1F2 1F2 1F2 1F2 1F2 1F? 1F2 1F2 MODE
29.7 5.4 6.0 404 51,4 25.0 25.83 20,7 20,7 29.7 29.7 29.7 ANGLE
375. 82, R, 262. 401. 3N9, 292, 375. 375. 375. 375. 375. V HITE
69, =-36. =21. 45. O6S5. 6R, 69, 68, 59, 44, 5. =15. SNR
12. 103, 8], 2/. 5. 3. 4. 13. 22. 37. 7?8. 82. RPWRG
/5 .0 .on 1S5 L7900 LRSS R4 .73 .S58 .30 .01 .00 REL
24040 6.5 2.0 3.0 5.0 7.5 19.13 12.5 15.9 17.5 20.0 25.0 30.0 FREQ
1F2 . 2F2 1F2 1F2 1F2 1F2 1F2 1F2 1F2 1F2 1F2 1F2 MODE
36,4 45,7 25.6 27.71 34,46 54,4 36,4 34 4 34,4 34,4 34,4 344 ANGLE
457, 31/¢. 313, 34¢. 450. 457, 450, 450, 457, 450, 457, 450. V HITE
v, . 74, 71, 68&. 53, 29, Zo RGN 2o B =05 N. SNR
SIS M S GOTRNCTE Q. 2». 52. o?7. 6H7. 67. 66. 66. RPURG
SRS .08 97 63 L7 W66 010 N L0 .0 N7 .01 REL
Table 3 Output option useful for system planning, showing possible ionospheric modes with

corresponding elevation angles. The virtual height of the reflecting layer and the
signal-to-noise ratic for each mode are given. The term RPWRG is the required combination
of transmitter power and antenna gain, in dB, needed to achieve the required reliability.
For explanation of other terms, see Table 2,
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Figure 1 A typical undisturbed daytime electron density distribution. To the right the figure

indicates which wavelength bands are absorbed at different heights. The E- and F-regions
normally show clear maxima, whereas the F1 region is a ledge in the profile.
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normalized height z and solar zenith angle x. z = a 2 where h0 is a reference height

and H is the atmospheric scale height.
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REFRACTIVE INDEX

Fiqure 5 Illustrating a) the path of a ray through the ionosphere, b) the electron density and
refractive index variation with height, c) how the ray path is determined by the refrac-
tive index variation.
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Figure 6 Raypaths for propagation at three different freauencies via a single Chapman model
ionosphere of critical freguency 4 MHz, height of maximum electron concentration 300 km
and atmospheric scale height 100 km (Croft 1969). Curves indicate heights of selected
values of refractive index u.
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